The main complaint of the critics of intermediate regimes is that they are vulnerable to speculative attack. A currency peg that has lost credibility is a standing invitation to speculators to mount a raid. A government that pegs its currency is therefore bound to assure investors that any change in the peg is unthinkable—even, or perhaps especially, when it begins to wonder whether such a change can be resisted. This inevitably means that, if and when it is forced to devalue, its own credibility will suffer. It also makes it likely that, if its assurances are believed, many of those who borrow from abroad will not bother to hedge their foreign exchange exposure. For a country with a large volume of foreign-exchange-denominated debt, this means that any substantial devaluation that may ultimately occur will pose problems of solvency to the financial and/or corporate sectors, leading to the sort of financial distress that was witnessed in East Asia in 1997 following the forced currency devaluations in the region.

As it happens, I can claim to have been one of the first economists to level this sort of critique at the adjustable peg exchange rate regime, as operated by even the major powers for the first quarter-century of the IMF’s existence (Williamson 1965, 8):

> If, as seems probable, par [peg] changes tend to lead to a cumulative decrease of confidence in the future permanence of exchange rates, then the adjustable peg is unlikely to be viable indefinitely. Ever increasing destabilizing speculation will result if pegs are apt to jump; and if they lethargically sit in their holes, they will have ceased to be adjustable.

The conclusion I drew was that one needed to adopt an exchange rate regime that was less vulnerable to speculative pressures, which I con-
tended could be provided by a crawling peg. I argued that this would enable a government to keep its exchange rate in line with the fundamentals, avoiding overvaluation developing, without offering speculators the one-way options that prompt speculative raids. In this I was obviously assuming (without articulating) the sort of “first-generation model” of exchange rate crises that was later formalized in the now-classic article of Paul Krugman (1979).

The crawling peg, along with the proposal for wider bands, was one of the principal alternative exchange rate regimes that was discussed during the international debate on limited exchange rate flexibility that took place in 1970–71 as the Bretton Woods system was breaking down. However, by 1973 the world had stumbled into a regime of laissez-faire in exchange rate policies, with most of the major currencies (and subsequently an increasing number of the minor ones as well) floating. For several years, it seemed that the only reasonable question to ask was whether there was a need for some rules to govern the way in which floating rates were managed.

By the early 1980s, however, the repeated appearance of major exchange rate misalignments among the floating currencies had led some of us to the conviction that the problem was not the way in which rates were managed, but what happened when they were not managed. It seemed that the markets displayed at best only a very weak tendency to pull exchange rates back toward any plausible concept of a medium-term equilibrium rate. Hence we began to explore the possibility of designing a more structured regime. This search resulted in the development of proposals for target zones, in recent years often called crawling bands, and ultimately to what Rudiger Dornbusch labeled “the BBC rules” (see also Dornbusch and Park 1999, 3). In this context, “BBC” stands for “band, basket, and crawl.”

Before examining the content and purpose of the BBC rules, let me elaborate briefly on the rationale for having rules at all. As just stated, this is based on a concern that, in the absence of management, floating rates spend a long time away from anything that makes sense in terms of the fundamentals. Whether policy can do anything about this depends fundamentally on two issues: (1) Would it be possible to develop techniques for estimating some relevant concept of the equilibrium exchange rate, such as my “fundamental equilibrium exchange rate” (Williamson 1983, 1985, 13–16), that would command wide acceptance? (2) Are there policy variables that could be deployed to influence the exchange rate without having side effects that exceed the benefits?

So far as the first of those issues is concerned, I have endeavored to show the feasibility of making useful estimates by undertaking such calculations myself and commissioning similar exercises from others (Williamson 1985, 1994). Others have found it worthwhile to engage in simi-
lar exercises (e.g., Stein, Allen, and associates 1995; Hinkle and Montiel 1999). The IMF has been making such calculations to guide its own internal discussions at least since the European Exchange Rate Mechanism (ERM) crisis, and its retrospective assessment of the ability of its approach to identify several major misalignments indicates that, despite all the careful qualifications listed, it has found this approach useful (Isard and Mussa 1998, 19–21).

No one has any confidence that such estimates can be made at all precisely, but precision is not needed to provide useful guidance, given the size of the swings that unmanaged exchange rates have exhibited. Critics have also pointed out that fundamental equilibrium exchange rates (FEERs) are not necessarily independent of the policies that are to be used to influence the exchange rate, which is true in principle but of underwhelming quantitative significance.

The second of those issues, namely whether policy can be expected to influence the exchange rate without doing more harm than good, is treated in detail in chapter 4 below. Hence, we may now turn to considering the elements of the BBC rules.

The BBC Rules

There were four purposes in suggesting a wide band (interpreted as up to plus or minus 10 percent, or even plus or minus 15 percent). One was to make sure that the authorities did not get into the no-win situation of trying to defend a disequilibrium exchange rate, given that no one imagined it would be possible to estimate equilibrium at all precisely. A second was to permit the parity (the center of the band) to be adjusted, to keep it in line with the fundamentals, without provoking expectations of discrete exchange rate changes that might destabilize the markets. A third was to give some scope for an independent monetary policy, to be used for anti-cyclical purposes when a country found its cycle out of sync with the world norm.

A fourth purpose was to help a country cope with strong but temporary capital inflows. As long as a band is (even partially) credible, arbitrageurs will allow for the expected reversion of the exchange rate toward its parity, and deduct an appropriate discount from (or add an appropriate premium to) the local currency yield when they compare their expected return from moving funds in with foreign yields to decide whether to place funds in the country. Moreover, investors in the tradable goods industries may tend to look at the parity rather than the market rate when assessing whether to go ahead with potential investment projects, implying that a given deviation from equilibrium will have less effect in distorting investment decisions.
The “basket” part of the proposal suggested that economies with diversified trade would do better to peg to a basket that would roughly stabilize their effective exchange rate,\(^1\) rather than to a single currency. At a conference in Seoul in 1996 (published as Williamson 1999b, the main part of which is reprinted as appendix 2 to this essay), I argued that there would be advantages to the East Asian currencies\(^2\) in using a common basket of the three major world currencies (US dollar, yen, and now euro) to define their parities and thus the bands that would orient or specify their intervention policies.\(^3\) Use of a currency basket in place of a peg to a single currency, the dollar, would tend to stabilize their effective exchange rates against capricious variations as a result of movements in third-currency exchange rates, notably the gyrations between the yen and the dollar. I showed that the economies in question would lose little in terms of stabilizing their effective exchange rates by all using the same basket (which, I argued, should be based on the direction of extra-regional trade of the region as a whole) rather than adopting different baskets based on their individual trade patterns.\(^4\)

However, a common peg would offer the important gain of ensuring that their exchange rates vis-à-vis one another were not destabilized by shocks to the dollar-yen-euro rates, thus avoiding the possibility of inadvertent competitive devaluation, or the suspicion of deliberate competitive devaluation, as a result of different pegging policies. I argued that there was no reason why individual economies could not continue to pursue different policies as regards changes relative to their parity: Some could have a hard fix, like Hong Kong with its currency board; others might crawl against the basket, as Indonesia had been doing against the dollar; and others could use it simply as a guide to how they intervene in the foreign exchange market, as Singapore has done.

Perhaps the strongest argument for why the East Asian economies would have gained by moving to a basket peg has been made by C.H.

---

1. An “effective exchange rate” is the weighted average exchange rate against all currencies, where the weights are generally chosen to reflect the pattern of trade. (An alternative weighting system, based on trade elasticities, recognizes that countries are also important competitors, rather than just trade partners.) A “real effective exchange rate” corrects by changes in relative inflation, so that the index does not change if prices increase as much at home as the weighted average of the country’s trading partners.

2. To be specific, I was thinking of the currencies of China, Hong Kong, Indonesia, Malaysia, the Philippines, Singapore, South Korea, Taiwan, and Thailand.

3. Other advocates of the use of a common basket peg by the East Asian economies include Reisen and van Trotsenburg (1988) and Ogawa and Ito (1999). Mussa et al. (2000, 59) also show some sympathy for a currency basket approach in East Asia.

4. Indonesia would have found the common basket most out of line with its individual needs, but even in this case the problem that would have been created did not seem to be serious.
Kwan (1998), who showed that the yen-dollar exchange rate had a statistically significant impact on output growth in the nine Asian economies I included in my hypothetical basket before the Asian crisis. A strengthening of the yen depreciated their real effective exchange rates, given their de facto dollar pegs, and thus accelerated their growth, whereas a weakening of the yen had the opposite effects.

Even Ronald McKinnon (2000, 58), in his paean to the East Asian dollar standard, admits that “the dollar zone was . . . buffeted by fluctuations in the yen/dollar exchange rate,” and that the effect of Thailand’s de facto dollar peg “was to cause Thailand’s REER [real effective exchange rate] to drift upward before the currency attacks began in mid-1997.” Oddly enough, McKinnon is in no way inhibited in his enthusiasm for the dollar standard by these considerations, even though the reasons he gives for advocating the dollar link—that this provided a noninflationary nominal anchor, and that it stabilized exchange rates among the East Asian currencies—would have been equally well-served by a common basket peg. Some of us will conclude instead that we would prefer to have the advantages of the dollar peg without its disadvantages, which is what a basket peg would offer.5

That is not to argue that every country would be well-advised to adopt a basket peg. In my study of the operation of crawling bands in Chile, Colombia, and Israel (Williamson 1996), I noted that Chile and Israel had both chosen to peg to a basket, whereas Colombia pegged to the dollar. I also argued that this was perfectly rational given the differences in their pattern of trade. Colombia’s trade is dominated by the United States and other countries that peg to the dollar (like Venezuela), whereas the trade of Chile and Israel is far more diversified.

The final element of the BBC formula is the crawl. This is most often used with a view to neutralizing differential inflation. It can also be used to steer inflation down over time, as was done in Israel, although this could run the risk of undermining competitiveness if pursued too dogmatically (as happened in Russia). A crawl can also be adjusted in a fast-modernizing economy to reflect an expectation of Balassa-Samuelson productivity bias,6 and accomplish the real appreciation that such an economy requires over time to maintain equilibrium. Finally, the rate of crawl can be changed, or occasional small parity adjustments can be superimposed on the regular crawl, to facilitate needed real adjustment.

5. To be fair, McKinnon advocates stabilizing the yen-dollar rate, which would also resolve the problem. But because that is unlikely to happen, the basket peg is a more relevant option.

6. See Balassa (1964) and Samuelson (1964). To reflect this factor, Chile built an annual 2 percent real appreciation into the formula for its crawl from 1995 to 1999.
Would the BBC Rules Have Avoided the East Asian Crisis?

These rules were intended to preempt the misalignments that breed speculative pressures, and thus crises, or at least crises of the character formalized in the first-generation crisis models. It is interesting to ask whether East Asia might have avoided its 1997 crisis had it been employing this type of regime. Because the crisis started with an old-fashioned balance of payments crisis explicable by a first-generation crisis model in Thailand, it is natural to ask specifically whether Thailand might have averted its crisis had it been implementing the BBC rules instead of a fixed peg to a basket dominated by the dollar.

A 10 percent band would have given the baht scope to appreciate by up to 10 percent in 1994–95 when too much capital was flowing in, and the prospect of likely subsequent depreciation would presumably have deterred inflows and caused some of those who did still borrow abroad to seek cover. When circumstances changed in 1997, the baht could have depreciated by up to 10 percent from its parity, or 20 percent from its 1995 peak. In addition, a basket (created, let us suppose, to replicate the actual baht rate in 1994) would have lopped some 5 percent off the effective depreciation of 1995 and some 3 percent off the effective appreciation of 1997, and might also have encouraged covering of dollar-denominated borrowing. A downward crawl of, say, 3 percent per year initiated in 1994 would also have added to the expected cost of, and thus deterred, foreign borrowing—as well as leading to a 9-percent depreciation by 1997.

In sum, the baht could have been up to 12 percent stronger in 1995, thus limiting the boom, and up to 22 percent weaker in 1997, without breaking the rules of the system. That might well have been enough to remove the incentive for the speculative attacks that initiated the crisis. Admittedly, this would have been unlikely to avoid rather than merely postpone the crisis if inflows of uncovered short-term dollar-denominated debt had remained the same, but the regime would also have been helpful in deterring these inflows and encouraging borrowers to cover. In short, it is entirely possible that a well-managed BBC regime in Thailand would have avoided the East Asian crisis entirely.

Unfortunately, one cannot make an equally convincing case that a BBC regime could have saved other victims of the crisis from contagion once...

---

7. Weaknesses in the Thai financial system had surfaced even before 2 July 1997, but these would have been easily manageable in the absence of the disastrous impact on balance sheets of the baht devaluation, especially in view of Thailand’s low public debt and fiscal deficit. The main significance of those weaknesses in terms of precipitating the crisis was to make speculators doubt the willingness of the Thai authorities to raise interest rates in defense of the baht.
Thailand had succumbed. The Indonesian experience is particularly tell- ing. Indonesia had been operating a de facto crawl for some years and was gradually widening its band before 1997. It responded to the Thai de- valuation that initiated the East Asian crisis in July 1997 by widening its band from 8 to 12 percent. The rupiah depreciated by 8 percent, toward the weak edge of the band, in the next 10 days, and then remained within the band for another month until contagion suddenly hit, whereupon the band was abandoned with hardly a fight.

The subsequent depreciation of the rupiah was the immediate cause of the financial distress that Indonesia suffered, because many corporations had borrowed in dollars, failed to hedge, and found themselves unable to maintain debt service when their rupiah obligations exploded. Note that Indonesia’s macroeconomic policies, including its exchange rate policy, were given good marks by most economists right up to the crisis, even after Thailand had succumbed. One might even wonder whether Indonesia should not have attempted to defend its band instead of abandoning it without a fight, because once the band went there was a scramble to cover exposed foreign exchange positions that simply intensified the depreciation and ensured total collapse. I have to admit, however, that most of those who were closely in touch with events in Indonesia are convinced that any such attempt would have been doomed to failure, and I have no way of proving them wrong. If that is so, it implies that even good exchange rate management using the BBC rules is not proof against strong contagion effects, which Morris Goldstein, Graciela Kaminsky, and Carmen Reinhart (2000) show to have been the origin of the Indonesian crisis.

Stanley Fischer (1999) has pointed to Mexico, South Africa, and Turkey as countries that adopted floating rates and might have been expected to succumb to contagion, but did not. The contrast between their experience in escaping the worst of the crisis and that of Indonesia suggests that the weakness of the BBC regime is its vulnerability to contagion. When the markets panic, simply having a band can create a problem.

This is a significant modification of the conclusions I reached in Williamson (1996), where I reviewed the operation of crawling bands in Chile, Colombia, and Israel, the three countries that had operated the BBC rules in a fairly systematic way for at least 3 years before 1995–96. I chron-

8. My one criticism was that it used the dollar rather than a basket as a peg. This had led it, along with the rest of East Asia, to an unwanted appreciation of the effective exchange rate as a by-product of the yen’s depreciation against the dollar after the middle of 1995. But I see little evidence that the rupiah was overvalued. Exports were still growing rapidly, at a rate of 9.0 percent in 1996 and 7.9 percent in 1997. The current account deficit peaked at 3.6 percent of GDP in 1995 and 3.4 percent of GDP in 1996, which is about the maximum that can be considered prudent but was not grossly excessive in the way that Thailand’s deficit was. Growth remained strong. Goldstein, Kaminsky, and Reinhart (2000) find few of their crisis indicators to have been signaling an Indonesian crisis before the Thai crisis.
icled the history of each of the three countries after they adopted a crawling band, used their experiences to assess the viability of the crawling band as an exchange rate regime, and endeavored to compare their fortunes with those of countries that had employed alternative regimes.

I concluded (1996, 101) that the evidence “suffices to dismiss any claim that the success of countries that have employed crawling bands is simply a reflection of the strength of their fundamentals. It also surely lays to rest once and for all the charge that a crawl precludes a reduction in inflation. Indeed, it suggests that a crawling band is capable of achieving a reasonable trade-off between the conflicting objectives of reducing inflation and maintaining export growth.” I also argued (1996, 79): “It seems clear that the lesson drawn from the collapse of the narrow-band Exchange Rate Mechanism in Europe [regarding the infeasibility of all intermediate regimes] . . . is wrong: a system of crawling bands can still provide a viable intermediate exchange rate regime.”

More than 3 years and many more crises later, it would be fatuous to argue that history has confirmed the optimistic tone of those conclusions. First and foremost, disaster befell Indonesia because of contagion. The other unhappy experience occurred in Russia, which had used a crawling band after 1995 to limit exchange rate volatility and bring its inflation under control, which it actually succeeded in doing. But, unfortunately, Russia made the same error that Mexico had in the years that led up to the tequila crisis and that Brazil made in the run-up to its 1999 crisis: They all tried to use a crawling exchange rate as a hard nominal anchor, and became seriously overvalued as a result. Crises explicable by first-generation models were in each case the predictable consequence. All three countries reacted to their crises by allowing their exchange rates to float (even if they do not all pass the Calvo-Reinhart tests for being fearless floaters; see appendix 1).

But neither contagion nor failure to manage crawling bands properly is capable of explaining other cases in which countries have abandoned what looked like rather successful crawling bands. In particular, both Chile and Colombia abandoned their crawling bands in September 1999 and let their currencies float. The Chilean peso depreciated about 6 percent, to close to the edge of its former band, while interest rates edged up. It is not clear what is supposed to have been gained by this exercise, but so far there is no obvious cost either.

Colombia abandoned its band not because of dissatisfaction with the way that it was working but because the intellectual fad for floating had infected Wall Street to the point where simply having a band was leading to suspicions that the authorities had something to hide. Neither the exchange rate nor the interest rate changed significantly after the band was abandoned, confirming that the authorities did this because the band had lost credibility with the market rather than because it was constraining them from making some desired policy change. Israel has gradually
widened its band (to a current width of about 30 percent\(^9\)) to a point where its currency is now close to floating; at least, there is no relevant limit to it weakening. Much the same is happening in Poland, which started crawling in 1991, had a fairly wide band by 1995, and has subsequently widened it three times to a point where it is now plus or minus 15 percent.

Thus it seems that most of the countries that have abandoned crawling bands were not so much forced to do so by the pressures of crisis as seduced by the charms of floating or pressured by intellectual fashion. It does not follow that they plan to practice “fearless floating,” previously known as “clean” floating; one may speculate that it is more likely that they will enter the ranks of the managed floaters. We will reserve for chapter 5 a discussion of what it is about managed floating that gives it its charm, to both policymakers and many academic economists.

A final element of the critique of intermediate regimes is provided by the second-generation models of balance of payments crises. These models, pioneered by Obstfeld (1986), show how a crisis can result from self-fulfilling expectations. An equilibrium may be perfectly viable in the absence of a speculative attack; nevertheless, if such an attack occurs, it may be rational or even inevitable for the authorities to modify their policies in a way that ratifies the attack and allows the speculators to profit from it.

A recent twist is that this can occur only if there is some preexisting weakness in the fundamentals, such as the high level of unemployment in Europe in 1992 or the vulnerable banking systems in East Asia in 1997, although one that is not so serious as to make a crisis inevitable (Wyplosz 1998). Even those of us who were initially skeptical of these models find that this modified version provides a more convincing explanation of the ERM crises of the early 1990s or the contagion that laid East Asia low than do the first-generation models.

---

9. Israel has abolished the concept of a central rate or parity, so it is no longer appropriate to describe its band as plus or minus 15 percent.
The previous chapter conceded that even a well-managed BBC regime appears to be vulnerable to contagion. The second-generation crisis models suggest why countries may become victims of contagion, even if the fundamentals would have been perfectly consistent with continued good performance in the absence of an attack. Moreover, the BBC rules require a certain sophistication in the conduct of macroeconomic policy that is not always evident. Does it follow from this critique that attempts to operate intermediate exchange rate regimes should be abandoned?

Note first that the critique does not apply to all countries (Masson, Jadresic, and Mauro 1999). There are still a number of countries, most of them distinctly low-income, which are effectively isolated from the international capital market, and which therefore could continue to operate an intermediate regime, possibly including an adjustable peg (although even such countries need to be concerned about the danger of promoting capital flight). The critique is intended to apply only to countries with a high degree of capital mobility, which means the industrial countries and the emerging markets.

Are the Corners Crisis-Proof?

More important, the impression left by this type of critique is that crises will be eliminated by moving to one of the corners. This is too strong. So far, the record of both corners in this respect has been quite good; no currency board has ever been abandoned under the pressure of a speculative crisis, and no economy that had been allowing its currency to float rea-
sonably freely has suffered a crisis anywhere near as acute as those experienced by the East Asian victims of the 1997 crisis. But one must not conclude from this that such crises are impossible.

Consider first the case of a currency board. These have already been subjected to substantial speculative pressure, both in Argentina in 1995 and 1998, and in Hong Kong in 1997 and 1998. The attack on the Hong Kong dollar in October 1997 was traumatic, with interest rates rising for a short time to about 280 percent and the stock market falling by 10.4 percent (resulting in a 2.3 percent decline in the Dow Jones Industrial Average in New York later that day). It appears that these severe effects were due to specific design flaws in the Hong Kong system, notably the microscopic size of the monetary base (Chan 1999), which have subsequently been corrected in a way that makes the Hong Kong Monetary Authority operate more like a classical currency board.¹

Nevertheless, the same potential weakness remains in the Hong Kong system as in every other currency board: Foreign exchange reserves are not enough to cover all of M3, and therefore they are not large enough to cover all potential demands in the event of a catastrophic loss of confidence that results in capital flight. The currency board rule is that foreign reserves should cover all of M0, which is normally substantially less than M3. Because a failure to convert M3 into M0 on demand would constitute a monetary crisis even more severe than a failure to convert M0 on demand into dollars, it is wrong to believe that a foreign reserve at least the size of M0 makes a crisis impossible.

So far, such a crisis has not happened. Currency boards have allowed a run on the currency to raise interest rates, which provides an automatic stabilizing feedback that discourages further withdrawals. But that mechanism works only as long as the public has confidence that the exchange rate will be sustained. If and when some currency board is overwhelmed, as Argentina presumably feared was about to happen when it started talking of dollarization in 1998, the confidence that has so far underpinned currency boards will evaporate overnight. If that ever happens, it is not clear that currency boards will be much more stable than any other form of

¹ The difficulty of intervening in the foreign exchange market led the Hong Kong government to intervene in the stock market instead during the subsequent speculative attack in August 1998. It spent some HK$120 billion buying up something like 10 percent of the stocks in the Hang Seng index, to the great indignation of those (such as the editorial writers of the Wall Street Journal) dedicated to keeping the world safe for speculators—no matter how dangerous this makes it for the rest of us. This defeated the so-called double play, in which speculators had first sold the Hang Seng index short and then sold the Hong Kong dollar, which they reckoned would force interest rates up and therefore force stock prices down, so that they would make a profit whether or not the Hong Kong dollar was devalued. The government is reported to have sold some HK$30 billion worth of the stocks so far, when the Hang Seng index was trading at about 13,000, compared with about 7,700 when it bought the stocks—i.e., with a good profit to the Hong Kong taxpayers.
pegged exchange rate in which the central bank plays by the gold standard rules of the game by tightening monetary policy when reserves decline.

The sort of crisis that could arise with floating exchange rates is similar to that which actually occurred in East Asia in 1997. It was, after all, the collapse of those currencies after they were set free to float that generated the balance sheet problems that made the crisis so severe. The claim made for floating is that borrowers would not make the mistake of failing to hedge if they were not being tempted into imprudence by official assurances that the exchange rate is effectively fixed. But if they ever did become equally exposed, and the exchange rate subsequently collapsed, the consequences would be as severe as they were in East Asia in 1997. This is less likely, inasmuch as borrowers will witness continual fluctuations that will caution them against accepting foreign exchange exposure, but it would be complacent to deny the possibility that one day the markets could come to believe that economy X has entered a new era which provides assurance that its markets and its currency can only rise. (If such things can happen in the New York stock market,\(^2\) they can surely happen in emerging markets.) Once again, therefore, we cannot rule out the possibility that a corner solution may permit a crisis to develop.

The Positive Side of Intermediate Regimes

That crises are not completely ruled out by the corner solutions hardly makes a compelling case for an intermediate regime, for I have already conceded that crises appear to be more probable under even well-managed intermediate regimes. Any case for an intermediate regime has to be based on an argument that they are capable of performing better than either of the corner solutions in some other important way. The natural claim is that they are better at doing what they are designed to do, which is to avoid misalignments without a major sacrifice of domestic economic objectives.

To those with sufficient ideological faith that free markets always know best, it is inconceivable that the market could, of its own accord, generate anything that could legitimately be called a misalignment. But almost everyone agrees that we have in fact witnessed repeated misalignments since the start of floating exchange rates in 1973, and it really does require faith to explain these away as a consequence of misguided policies rather than market failure. For example, everyone currently (as of 29 February 2000) seems to agree that the euro is greatly undervalued, and yet no one can explain on which side of the Atlantic macroeconomic policy is so far adrift as to provide a plausible explanation. The alternative view is that there is no particular reason why the euro should yesterday have been

\(^2\) See Shiller (2000), whose analysis is in many ways parallel to mine.
worth $0.96 rather than, say, $1.46; in the absence of any official attempt to limit misalignments, random market processes just happened to carry it there. Similar misalignments have recurred repeatedly since the advent of floating. For example, the US dollar went from being chronically overvalued in the mid-1980s, to ridiculously undervalued in early 1995, to overvalued again in early 2000. The yen has been a large part of the obverse side of that roller coaster, with the euro’s present undervaluation another (and currently more important) part of the obverse. The pound sterling has experienced periodic overvaluations, most acutely in the early and late 1980s, and again in the spring of 2000. All the East Asian currencies went through a period of acute undervaluation shortly after starting to float. For a time, one told oneself that the industrial-country misalignments were an infant-market phenomenon (just as people have recently been explaining away the initial collapse of the East Asian currencies), and that the market would learn so that such errors would not recur. But, so far, this hope has proved unjustified. The evidence now suggests that periodic large misalignments are simply a fact of life under floating rates.

There is, of course, another corner solution besides free floating—namely, a truly fixed exchange rate, with the institutional arrangements to keep it fixed. But this does not guarantee an absence of misalignments either. More (or, in principle, less) inflation than that in the country whose currency is being used as a peg can lead to progressive emergence of overvaluation (or undervaluation), which has been a frequent cause of crises. Argentina is a conspicuous current case of a country that is paying the price of overvaluation to maintain its currency board, and is therefore saddled with an intractable problem of unemployment. Real shocks, such as large permanent changes in the terms of trade or in capital flows, can also lead to misalignments under permanently fixed exchange rates.

Misalignments, defined as large and prolonged departures from what I termed the “fundamental equilibrium exchange rate” (Williamson 1985, 13–14), can have serious consequences for the economy. Large undervaluations can have all the ill effects that were so dramatically evident in East Asia (most conspicuously in Indonesia) in late 1997 and early 1998, notably the impact on financial solvency, and hence the deflationary consequences, of an increased real value of the foreign currency debt, and the inflationary effects of high import and export prices in domestic currency.3 And large overvaluations can lead to either unemployment or a buildup of foreign debt and an erosion of the incentive to invest in the tradable goods industries—which may make it progressively more difficult and costly to adjust the balance of payments when the need arises, or may make growth dangerously lopsided, or may slow down growth entirely.

3. There is no paradox in saying that devaluation can be both deflationary and inflationary. It is perfectly possible, indeed it is normal, for an exchange rate depreciation to have simultaneously a deflationary effect on output and an inflationary effect on prices.
A Historical Comparison: India and New Zealand

Let me use a particular historical comparison to make the case that misalignments can be of considerable significance in determining economic performance. Consider the experience of India, which was one of the more sclerotic developing economies before an extensive, if still very incomplete, liberalization program was initiated in 1991. India undertook its microeconomic reforms in the midst of a balance of payments crisis that required a fiscal correction, which started off quite strongly but soon petered out. It had a (heavily) managed floating exchange rate and a pragmatic monetary policy, which reacted strongly only when inflation went above 10 percent. The capital account was heavily controlled, although there was some gradual liberalization, especially on the inflow side, in the course of the 1990s. Reserves were built up from $1.1 billion in the middle of 1991 to $27.3 billion at the end of 1998, through repeated intervention in the foreign exchange market when conditions permitted.

India suffered 1 year of recession in 1991–92, before bouncing back to near its previous trend rate of growth (5.3 percent in 1992–93), and then accelerating in the mid-1990s to achieve 3 consecutive years of growth of more than 7 percent. During the 7 years following the start of the microeconomic reforms, its average growth rate was 0.5 percent above its average trend growth of 5.9 percent during the 10 years before reform, while its ratio of foreign debt to GDP decreased from 36 percent in 1991 to 24 percent in 1998. As most economists would expect, India reaped a bonus from implementing liberalizing microeconomic reforms, and without any inordinate delay.

Contrast this experience with that of New Zealand, which was probably the most sclerotic of the economies belonging to the Organization for Economic Cooperation and Development (OECD) in 1984, when it initiated a much-needed, very thorough liberalization of its economy. Its microeconomic reforms were accompanied by a policy of free floating of the exchange rate, monetary tightening, a rather slow restoration of fiscal discipline, and removal of all controls on capital inflows. Before long, the combination of reforms that excited Wall Street and a lopsided macroeconomic policy mix prompted a capital inflow and a large appreciation of the nominal and therefore the real exchange rate, and hence induced a large current account deficit and a slowdown in growth. In fact, per capita income stagnated for 8 years after the initiation of reform, while unemployment rose from 2 to 11 percent, income distribution became noticeably more unequal, and the foreign debt built up to more than 80 percent of GDP.

Only in 1992 did New Zealand’s inflation fall to the range of less than 2 percent, which had been mandated as the unique objective of the central bank, and thus permit an easing of monetary policy, which brought the exchange rate back to a realistic level that permitted a resumption of growth. In the 7 years following the initiation of microeconomic liberal-
ization, the growth rate averaged only 0.3 percent, a full 2 percent less than the average 2.3 percent growth during the 10 years before the initiation of reform. Although growth benefits did eventually come through, in the 1990s, they were awfully slow in appearing.

What can explain this striking contrast between the way in which India rather promptly began securing the growth acceleration that most of us would expect a process of microeconomic liberalization to bring, versus the long delay before New Zealand began reaping any benefits? The obvious explanation is in their very differing macroeconomic policy stances, of which their differing exchange rate policies were an integral part. India managed the exchange rate with an objective, inter alia, of maintaining competitiveness, and it chose a policy of accumulating reserves, a fiscal-monetary mix, and controls on capital inflows that were all reasonably consistent with that objective. New Zealand made no attempt to restrain the upward float of the exchange rate—not by intervening to accumulate reserves, not by seeking a fiscal-monetary mix consistent with maintaining competitiveness, not by seeking to limit the capital inflow attracted by an ideological stance congenial to Wall Street, not even by jawboning. Perhaps there is a better explanation of the sharply differing experiences of India and New Zealand after both moved to liberalize sclerotic economies, but I cannot figure what it might be.4

**Avoiding Misalignments**

I would conjecture that New Zealand’s disappointing growth experience under floating rates, despite its bold reforms, is not an accident. One of the factors that appears on almost everyone’s list of explanations of the East Asian miracle was the policy in that region of maintaining competitive exchange rates. I worry that it will be impossible to replicate the sort of sustained boom experienced by East Asia in the quarter-century before the crisis under the policy du jour of reasonably free floating of the exchange rate combined with a liberal capital account, and I believe that it is indeed this concern that underlies the widespread “fear of floating” in East Asia.

Imagine a country that gets its policies in good order so that it would be capable of achieving rapid growth. It will quickly be discovered by

---

4. A common but surely misguided reaction is to dismiss any comparison between India and New Zealand on the ground that India is a much poorer country with a potential for catch-up growth that is lacking in New Zealand. I have allowed for this in my comparison by contrasting the change in the growth rate pre- versus post-liberalization in the two countries, rather than contrasting India’s post-liberalization 6.4 percent growth with New Zealand’s 0.3 percent. It is surely time we dismissed the idea that it is per se illegitimate to compare a developing with an industrial country. For a broadly similar interpretation of the New Zealand experience to mine, see Reisen and Journard (1992).
Wall Street and deluged by vast capital inflows, which will push the domestic currency up and undermine the competitiveness of its tradable goods industries—as happened in New Zealand—thus either discouraging investment overall and bringing the boom to a quick halt, or else redirecting investment toward the nontradable goods industries and making the boom so lopsided that it will expire in a balance of payments crisis after a somewhat longer period. In this view, a period of sustained high growth will require an attempt to maintain a competitive exchange rate, by means of some combination of intervention, manipulation of the fiscal-monetary mix, controls on capital inflows, and so on.

Is there any evidence in recent experience that might confirm or refute this conjecture? Consider table 2.1, which shows all the instances since 1980 in which economies with a population of more than 5 million have achieved an annual GDP growth rate of more than 6 percent and sustained that rate for at least 3 years, and names their exchange-rate regimes at the time. There were 33 such instances of rapid growth. Some, such as Angola, Mozambique, and Rwanda, can doubtless be explained as recoveries from civil conflict rather than a reflection of successful economic policies, but no attempt has been made to exclude such cases of dubious relevance from the sample. Of these cases, 17 out of 33 had de jure or de facto pegged exchange rates. Two, (Argentina and Hong Kong) had a hard fixed exchange rate backed up by a currency board. Two (Chile, 1987–89, and Indonesia) had crawling pegs, and 3 (Chile, 1991–93 and 1995–97, and Poland) had crawling bands. That left 9 cases of floating rates, of which in at least 7 (India, South Korea, 1981–89 and 1994–96; Malaysia; Taiwan, 1986–89 and 1991–95; and Turkey) the rate was heavily managed. The only 2 cases of economies with a reasonably freely floating exchange rate achieving rapid growth were Peru in 1995-97 and Uganda in 1993–96. (The Calvo-Reinhart tests actually suggest that even these are questionable cases of free floating, see appendix 1.)

The Peruvian case is instructive. In the mid-1990s, there was much talk in the financial markets about how Peru was set to achieve years of rapid growth, but in fact this was not sustained in the way that it was in its neighbor Chile. The Chileans had indeed been motivated in their choice of exchange rate policy by the fear of exactly what happened to Peru, namely, an attack of Dutch disease induced by excessive capital inflows. So we have to rely on the Ugandan case to provide a counterexample to my conjecture. Obviously this evidence is not compelling, but it is surely enough to suggest that there may be a problem.

The major objective of adopting a crawling band is to forestall the emergence of misalignments, or at least to limit their size. The first reason for expecting it to have that effect is that it frees policy to pursue that objective: The authorities are under no obligation to defend a rate constant when changing circumstances mean that the equilibrium rate has changed, nor to turn a blind eye when a floating rate loses touch with the
<table>
<thead>
<tr>
<th>Country</th>
<th>Period</th>
<th>Average</th>
<th>Exchange rate regime</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angola</td>
<td>1995–97</td>
<td>10.2</td>
<td>Pegged</td>
</tr>
<tr>
<td>Argentina</td>
<td>1991–94</td>
<td>8.5</td>
<td>Currency board</td>
</tr>
<tr>
<td>Cameroon</td>
<td>1981–86</td>
<td>9.0</td>
<td>Pegged</td>
</tr>
<tr>
<td>Chile</td>
<td>1987–89</td>
<td>8.2</td>
<td>Crawling peg</td>
</tr>
<tr>
<td></td>
<td>1991–93</td>
<td>9.1</td>
<td>Crawling band</td>
</tr>
<tr>
<td></td>
<td>1995–97</td>
<td>8.4</td>
<td>Crawling band</td>
</tr>
<tr>
<td>China</td>
<td>1982–88</td>
<td>11.3</td>
<td>De facto peg</td>
</tr>
<tr>
<td></td>
<td>1991–97</td>
<td>11.2</td>
<td>De facto peg</td>
</tr>
<tr>
<td>Egypt</td>
<td>1982–85</td>
<td>7.5</td>
<td>Pegged</td>
</tr>
<tr>
<td>El Salvador</td>
<td>1992–95</td>
<td>6.8</td>
<td>Pegged</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>1986–88</td>
<td>10.7</td>
<td>Currency board</td>
</tr>
<tr>
<td>India</td>
<td>1994–96</td>
<td>7.6</td>
<td>Managed float</td>
</tr>
<tr>
<td>Indonesia</td>
<td>1988–96</td>
<td>7.9</td>
<td>Crawling peg</td>
</tr>
<tr>
<td>Malaysia</td>
<td>1988–97</td>
<td>8.8</td>
<td>Managed float</td>
</tr>
<tr>
<td>Mozambique</td>
<td>1987–89</td>
<td>9.8</td>
<td>Pegged</td>
</tr>
<tr>
<td>Myanmar</td>
<td>1992–96</td>
<td>7.3</td>
<td>Pegged</td>
</tr>
<tr>
<td>Nigeria</td>
<td>1988–91</td>
<td>8.4</td>
<td>Pegged</td>
</tr>
<tr>
<td>Pakistan</td>
<td>1980–83</td>
<td>7.9</td>
<td>Pegged</td>
</tr>
<tr>
<td>Peru</td>
<td>1993–95</td>
<td>9.0</td>
<td>Float</td>
</tr>
<tr>
<td>Poland</td>
<td>1995–97</td>
<td>6.7</td>
<td>Crawling band</td>
</tr>
<tr>
<td>Rwanda</td>
<td>1995–97</td>
<td>19.8</td>
<td>Pegged</td>
</tr>
<tr>
<td>Slovak Republic</td>
<td>1995–97</td>
<td>6.7</td>
<td>Pegged</td>
</tr>
<tr>
<td>South Korea</td>
<td>1981–89</td>
<td>9.1</td>
<td>Managed float</td>
</tr>
<tr>
<td></td>
<td>1994–96</td>
<td>8.2</td>
<td>Managed float</td>
</tr>
<tr>
<td>Syria</td>
<td>1990–95</td>
<td>7.5</td>
<td>Pegged</td>
</tr>
<tr>
<td>Taiwan</td>
<td>1986–89</td>
<td>10.1</td>
<td>Managed float</td>
</tr>
<tr>
<td></td>
<td>1991–95</td>
<td>6.6</td>
<td>Managed float</td>
</tr>
<tr>
<td>Thailand</td>
<td>1987–95</td>
<td>9.9</td>
<td>Pegged</td>
</tr>
<tr>
<td>Turkey</td>
<td>1995–97</td>
<td>7.3</td>
<td>Managed float</td>
</tr>
<tr>
<td>Uganda</td>
<td>1988–90</td>
<td>7.0</td>
<td>Pegged</td>
</tr>
<tr>
<td></td>
<td>1993–96</td>
<td>8.9</td>
<td>Float</td>
</tr>
<tr>
<td>Venezuela</td>
<td>1990–92</td>
<td>7.4</td>
<td>Pegged</td>
</tr>
<tr>
<td>Vietnam</td>
<td>1991–97</td>
<td>8.4</td>
<td>Pegged</td>
</tr>
</tbody>
</table>

Notes: Fast growth is defined here as an annual GDP growth rate of more than 6 percent sustained for at least 3 years. The economies considered have populations of at least 5 million.

Source: World Bank Database.
fundamentals. They can take policy actions designed to limit misalignments. For this reason alone, it is to be expected that a crawling band or other intermediate regime will do better than either of the corners in avoiding misalignments.

But there is a second reason, too, first formalized in Paul Krugman’s (1991) classic paper on target zones. His model suggests that the expectation of intervention at the margin should make speculators act in a stabilizing way. In some ways, the evidence has not been kind to this model; for example, exchange rates in band systems do not spend most of their time close to the edge of the band, as his model predicts (Svensson 1992, 128). A possible explanation for this is that authorities intervene within bands as well as at the margins. This suggests that a more appropriate test of the efficacy of bands is whether they are effective in inducing mean-reverting behavior by market participants.

The evidence shows that, under a floating exchange rate, a change in the spot exchange rate is normally associated with an almost identical change in the forward rate (Svensson 1992, 132), signifying that there is a virtually complete lack of any market expectation that the exchange rate will revert toward an equilibrium level within any time horizon relevant to market participants. Matters are very different in the presence of an exchange rate band. Although bands do not normally have full credibility, and sometimes lack any credibility at all, the evidence shows that, when a rate moves within a band, the forward rate normally changes by less than the spot rate, indicating that the market expects that the spot rate will tend to revert toward the center of the band (Svensson 1992, 132–33). The obvious explanation is that, except where it has become clearly unrealistic, a band performs the function of crystallizing market expectations of where the equilibrium rate lies, and thus makes expectations stabilizing at the time horizons relevant for influencing market behavior. This is the fundamental reason for preferring a band system rather than allowing the exchange rate to float.

Nowadays many officials appear to believe the exact opposite of the Krugman logic. Edges to bands are alleged to provide the market with targets to attack, rather than assuring the market that the rate will not move further. One reason that might make sense of this is that on altogether too many occasions, authorities have attempted to defend rates that were misaligned, which allows a clear speculative profit from a successful attack. It is important to understand that traditional theory implies that a “successful” attack on a correctly aligned band cannot be expected to bring profit to the speculators collectively (e.g. a rate that is pushed to an

---

5. However, Schulstad and Serrat (1995) have argued that the conventional bilateral model of a target zone is a poor way to model the ERM. Their multilateral model of a target zone appears to fit the ERM data much better, without any need to invoke intramarginal intervention.
undervalued level by a speculative attack will result in a surplus on non-speculative transactions, so that the rate would return to the band if the speculators tried collectively to move back into the currency they had sold so as to realize their paper gains). Second-generation crisis models imply that a well-aligned band might become misaligned as a consequence of the attack itself, and thus make more sense of the view that bands provide targets to attack.

The empirical evidence nonetheless suggests that the Krugman model is closer to the truth than the view that bands are destabilizing. The strongest evidence to that effect is that of Andrew Rose (1996), who has shown that a band has a pronounced effect in limiting exchange rate variability. Indeed, he argued that the primary difference between exchange rate regimes lies not in macroeconomic fundamentals, whether one might wish to interpret these as cause or consequence of the regime, but in the noisiness of the exchange rate. He showed that this is not because some other variable, such as the interest rate, jumps around much more to keep the exchange rate stable with a band to limit variability; on the contrary, the increased exchange rate stability is essentially a free good.

In a subsequent paper, Olivier Jeanne and Andrew Rose (1999) try to explain these stylized facts by the way in which a floating exchange rate attracts noise traders, who manage to make money out of introducing noise into the exchange market. (The most plausible theory of where these profits come from is that of Krugman and Miller (1993), who postulate that they come from stop-loss traders, who essentially buy insurance against big exchange rate movements.) If the authorities pursue policies that suppress the volatility, the noise traders will find life uninteresting and go elsewhere in search of greener pastures—noisier markets.

No one is likely to mistake this for a complete theory of the foreign exchange market. But the question is whether it does not capture an important aspect of reality that is neglected by conventional macroeconomic analyses of exchange rates, which postulate that these are always pinned down by rational expectations to levels dictated by the fundamentals. Insofar as one believes that noise traders really exist, and that they can and do push exchange rates to misaligned levels that have damaging macroeconomic consequences, one will conclude there is scope for well-conceived exchange rate policy to produce better outcomes than unmanaged floating. The next question to which we need to turn is what policy might merit the appellation “well-conceived,” in a world where contagion can wreak havoc with even a well-managed crawling band.
Can Intermediate Regimes Be Crisis-Proofed?

Are there ways in which “formal” intermediate regimes (as opposed to managed floating, which is discussed in chapter 5) might be made less vulnerable to crisis? I will focus attention initially on how vulnerability to crisis might be reduced. It is also important to consider whether this could be done without losing the ability to focus expectations (of both the authorities and the private sector) on exchange rates in the vicinity of long-run equilibrium, so as to help curb misalignments. But I will leave till later the task of asking whether the regimes discussed would still be capable of performing that function.

Of the three features of the BBC regime, it is the existence of a band—rather than the use of a basket to insulate the effective exchange rate against the vagaries of the yen-dollar-euro cross-rates or the use of a crawl to neutralize differential inflation—that makes intermediate regimes potentially crisis-prone. As pointed out above, had the East Asian currencies been pegging to a basket in the period 1995–97, it would have been mildly helpful in avoiding their effective depreciation in 1995 and the subsequent effective appreciation. The differences would not have been dramatic, but they would have gone in the right direction. Similarly, Indonesia would clearly have been in a hopeless position without its crawl. It is the obligation to intervene at the edge of a conventional band, to prevent the market rate moving outside the band, which can trigger a crisis. Thus it is modifying the obligation to intervene at the edge of the band that needs to be examined. Three possibilities merit discussion: reference rates, soft margins, and monitoring bands.
The Reference Rate Proposal

Shortly after the advent of generalized floating in 1973, it was suggested by Ethier and Bloomfield (1975) that the authorities of countries with floating exchange rates should undertake a commitment not to push their currencies away from an agreed-on estimate of the equilibrium exchange rate. The concept of an equilibrium exchange rate that they had in mind was pretty much the same as that which I subsequently termed the “fundamental equilibrium exchange rate” (Williamson 1985, 13–16), and it is this which they called the “reference rate.” The authorities would have no obligation to intervene to defend that rate, but simply would be required to avoid intervening, or conducting other policies intended to influence the exchange rate, in a way that would push the market rate away from this reference rate.

The Guidelines for Floating adopted by the IMF in 1974 had actually included reference to “some target zone of rates . . . within the range of reasonable estimates of the medium-term norm,” and legitimized aggressive intervention to push the rate toward such a zone provided it had been endorsed by the IMF. But in the mid-1970s the US Treasury was run by ideological floaters who thought it wrong for governments to try and think where exchange rates ought to be, and so the reference rate proposal got dismissed from discussion, along with the target zones of the Guidelines, when the Second Amendment to the IMF’s Articles blessed laissez-faire in exchange rate policy.

It is obvious that the reference rate proposal could never push a government into defending a rate in a way that would induce a crisis, because it implies no obligation to defend any rate at all. Indeed, it might be regarded as a means of disciplining intervention in a floating-rate system rather than as a distinct intermediate regime—its only claim to inclusion in the latter is that it requires the authorities to analyze where they believe equilibrium rates are, and to announce their conclusions. But this is precisely what, in a carefully argued essay, Pisani-Ferry and Coeure (1999) identified as one of the key needs for improving traditional surveillance.

Soft Margins

In my first extensive development of the case for “target zones” (Williamson 1983, 1985), I suggested that they might have “soft margins”
or “soft buffers.” The idea was that there should not be an absolute government commitment to defend the edges of the zones; rather, in the event of strong speculative pressures, the government should have the right to announce that it would let the rate go outside the band, while warning the market that it planned to direct policy to bring the rate back within the band, if and when that might prove possible. This proposal rather got lost in the discussion of the late 1980s, but it has recently been revived in two analytical contributions by Leonardo Bartolini and Alessandro Prati (1997, 1998).

Bartolini and Prati formalize the notion of a “soft” target zone as one in which the authorities target a moving average of current and past market exchange rates to remain within a defined band, as opposed to targeting the market exchange rate to remain within a defined zone at all times. In their first paper, they specify the requirement as being to keep the arithmetic average of the exchange rate of the past \(n\) periods within a defined, unchanging band. In their second paper, they modify this (following a suggestion of Charles Bean during the discussion of the first paper), to specify the objective as being to keep the geometric average, with exponentially decreasing weights, within the defined band.

In both cases, the effect is to allow the exchange rate to move outside the band in the short run, while maintaining the obligation to hold it within the band in the long run. Bartolini and Prati show that such a policy change can be expected to defuse tensions, especially when shocks to “the fundamentals” are short-lived, so that such a softening of the target zone makes the system significantly less vulnerable to speculative pressure. Or, to look at the same issue from another standpoint, it can provide an alternative to a widening of the band as a mechanism for extending the expected life of a target zone. And they argue that such a policy switch was essentially what happened in the ERM after the crisis of August 1993, and observe that it actually did succeed in defusing tension in the case of the ERM, where exchange rates rapidly returned to their former narrow bands after the widening of the margins.

need to emphasize this indicates that it was already being used in a different sense: for example, Paul Volcker (1978) urged reaching “a broad consensus about levels of a few key exchange rates that are not acceptable,” but claimed that “target or reference rates . . . imply more confidence about identifying a central tendency or a narrower range of fluctuation than is warranted today.”

When Fred Bergsten and I developed the target zone proposal in the early 1980s (Bergsten and Williamson 1983), we used it in a sense intermediate between that which Volcker had advocated and that which he evidently understood target zones to be about; in particular, we urged that parities be adjusted regularly, inter alia, to offset inflation differentials, rather than that exchange rates be used to provide a nominal anchor. Paul Krugman subsequently appropriated the term “target zones” to refer to an ERM-type system in which parities were supposed to be fixed, leading me to adopt Jacob Frenkel’s term “crawling bands” for what we had been calling target zones.
As already argued, the basic logic for seeking an intermediate exchange rate system that motivates this essay is the fear that freely floating exchange rates are “badly behaved”; that is, prone to losing touch with the fundamentals, or to becoming misaligned. There is at present no formal way of modeling this type of behavior. Temporary deviations of the fundamentals from their normal values, as hypothesized by Bartolini and Prati, seem about as good a way of introducing such behavior into formal models as we have at this time. Their results suggest that soft buffers to a target zone would be a feasible way of making an intermediate regime more robust to speculative shocks.

A recent essay by Charles Goodhart and P.J.R. Delargy (1998) compares the East Asian crisis with a number of crises under the classical gold standard. It argues that one of the factors that helped economies recover under the classical gold standard was the widespread expectation that the exchange rate would revert to its pre-crisis parity once the crisis was over, which avoided widespread insolvencies such as those that resulted from magnification of the burden of foreign debt when the East Asian currencies were devalued. This is a feature that could be replicated by a target zone with soft margins: In a crisis, the currency could be allowed to depreciate, perhaps with some internationally sanctioned right to suspend debt service until normality had been restored, but the expectation would be that the rate would return to its target zone as a part of the process of crisis resolution.

Monitoring Bands

A more recent proposal comes from a committee in India chaired by S.S. Tarapore, a former deputy governor of the Reserve Bank of India (Tarapore Committee 1997). The committee was charged with considering the case for India to move to capital account convertibility. One of their suggestions was that capital account convertibility should be accompanied by the adoption of a “monitoring band” as a framework for exchange rate management.

The center of the monitoring band, which they called the “neutral real effective exchange rate,” would again represent an official, and announced, estimate of the equilibrium exchange rate. Within some range around that (they suggested plus or minus 5 percent), there should be a rule that the central bank would not intervene in the market. But once the rate went outside that band, on either side, it would be allowed to intervene; in-

---

2. Incidentally, they recommended in May 1997 that India should try to establish capital account convertibility within 3 years. But they also laid down some preconditions, like fiscal discipline and solvent banks, which many observers judged India would be unlikely to fulfill within 3 years, even in the absence of the East Asian crisis; so their advice was not as reckless as it may sound in the aftermath of that crisis.
deed, there could be some presumption that intervention would normally be appropriate. But, once again, there would be no obligation to intervene, thus again avoiding the commitment to defend a publicly announced margin, which has proved such a problem in provoking speculative attacks.

Comparing Intermediate Regimes

Can one say anything about the relative vulnerability to speculative attack of these three alternative intermediate regimes? The reference rate proposal would seem to be the most invulnerable, inasmuch as it implies the least about any positive obligation to try and avoid misalignments. Target zones and crawling bands with soft margins are at the other extreme, for they still imply an obligation to defend the announced bands, even if these are modified in the way suggested by Bartolini and Prati. Or, in the form that I had originally envisaged soft margins, they would give a government the right to cut its losses and stage a temporary retreat if defense fails, but for that to happen there would have to be a defense and an attack that succeeds. Indeed, some might criticize this proposal on the ground that making it easy for an attack to succeed will encourage attacks that the promise of a more robust defense would be capable of deterring. Monitoring bands are in the middle: They lack an obligation to defend a band, but they imply more of a presumption of action to prevent rates from drifting away from equilibrium than does a reference rate.

That is merely one side of the equation. The other is how much impact the regime can be expected to have in preventing rates from drifting away from the estimated equilibrium rate. Is it possible to advance any reasonably convincing propositions on that topic?

Even the reference rate proposal might help to limit misalignments, to the extent that the reason for the extreme weakness of any mechanism to bring exchange rates back toward equilibrium under floating is ignorance of the equilibrium rate on the part of market operators—ignorance that may be rational, given the private cost of seeking such knowledge. If an informed estimate were provided by the authorities as a public good, it would be equally rational for market operators to make use of that information, assuming that they concluded that it was indeed information and not disinformation.

---

3. The preponderance of the evidence suggests that exchange rates typically take something of the order of 4 years to move halfway back toward equilibrium (usually called “purchasing power parity” in this literature). Over time horizons of up to a year, the behavior of a floating exchange rate is better described by a random walk than by any of the macroeconomic models. See Rogoff (1996).
The additional commitment to official action to limit misalignments in the other two systems would presumably reinforce the incentive to take note of the announced estimate of equilibrium. Just how much attention is paid by market operators must be expected to depend on how much credibility the authorities have built up. Those who defend bands even after these have ceased to be consistent with equilibrium must expect future announcements to be treated with contempt by the markets; and because there has now been a long and unfortunate tradition of such actions, it would be naïve to expect a new band system to command a high degree of credibility with the market immediately.

But if a new system involved serious investment in calculating equilibrium rates, and the authorities resisted the temptation to allow political expediency to override analysis, then market operators who challenged those estimates would experience repeated losses, and credibility would be built up over time. As that happened, speculation would become stabilizing, and help the authorities to defend their rates, as modeled by Krugman (1991).
Suppose that a country wishes to adopt one of the intermediate regimes discussed in the previous chapter. For the sake of concreteness, let us suppose that it has decided to adopt a monitoring band. The question to be discussed in this chapter is: What policies, beside announcement of the band—that is, the range of exchange rates that the authorities judge to be consistent with the country's fundamentals in the medium term—could help to keep the rate within the band?

**Monetary Policy**

The classic instrument for managing an exchange rate is monetary policy. A weak currency can be strengthened by higher interest rates, and a strong currency can be dampened by a lower interest rate.\(^1\) The main claim for currency boards is that they provide an institutional mechanism to ensure that this stabilizing feedback rule is implemented systematically. But, al-

---

\(^1\) The relevance of this widely held doctrine to the East Asian economies during the 1997 crisis was questioned by Joseph Stiglitz, then chief economist of the World Bank. He reasoned that what interests a lender is the product of the coupon rate times the probability of being paid, and he argued that an increase in the former might so depress the latter as to leave the lender worse off, thus making higher interest rates a counterproductive policy, even so far as defending the exchange rate is concerned.

This thesis was controversial in the context in which it was advanced, and the empirical evidence is contradictory (Ohno, Shirono, and Sisli 1999 found in its favor; but Park, Wang, and Chung 1999, 14, using data for most of the same economies during a similar period, concluded the opposite). Even if it were true in that context, it seems unlikely to be true in general (though perhaps, like the Laffer curve, it comes into its own in extreme situations).
though the rule is stabilizing from the standpoint of defending an exchange rate target, it can be destabilizing to the domestic economy. Indeed, the ability to use monetary policy to stabilize the domestic economy\(^2\) is traditionally regarded as the main virtue of exchange rate flexibility (see Frankel 1999 for an authoritative recent statement). One of the main purposes of the wide band incorporated into the BBC rules is to permit a relaxation of the monetary consequences of a fixed exchange rate, so as to allow monetary policy at least a limited role in domestic stabilization.

In 1987, Marcus Miller and I developed a “blueprint” for policy coordination that sought to reconcile the pursuit of domestic stabilization with the use of monetary policy to defend target zones (Williamson and Miller 1987). The expectation was that at most times exchange rates would be well within their target zones, and monetary policy could be directed to internal stabilization policy. If necessary, however, if the exchange rate were threatening to breach its target zone, the interest rate would be modified with a view to defending the target zone. That is, a country with a weak currency would raise interest rates to encourage appreciation, whereas a country with an excessively strong currency would lower interest rates and expand the money supply to encourage a depreciation. If these changes in monetary policy threatened to push the domestic economy into recession or inflation, respectively, then the blueprint said that the appropriate counter was a change in fiscal policy: fiscal expansion in the first case, fiscal contraction in the second.

I would no longer advocate such a major reliance on monetary policy to achieve exchange rate targets. This is because the blueprint proposal simply did not resonate, and the reason it did not looks more convincing now than it did in 1987. The objection to it was always that effective domestic stabilization required the use of monetary policy exclusively for that purpose, and would be risked by its possible diversion to manage the exchange rate. In 1987, it was also said that fiscal policy could not be fine-tuned in the way necessary to contribute to domestic stabilization, which seemed to me to rest more on a judgment about the unwillingness of politicians to try than the inability of economists to make useful forecasts. But, if the politicians are indeed unwilling to try, as seems to be the case, that is still conclusive. Furthermore, one hates to imagine how much worse Japan’s situation would have been in the 1990s if it had been expected to tighten monetary policy to keep the yen within some reasonable range of its FEER, which would presumably have been set somewhere in the vicinity of a hundred yen to the dollar.

I would not wish to withdraw entirely the ideas embodied in the blueprint. The first question that the authorities of a country with an undesir-

\(^2\) In the Keynesian heyday, domestic stabilization was described as achieving “internal balance;” today, it is usually described as pursuing an inflation target. From the present standpoint, it does not much matter which description one chooses.
ably strong exchange rate should always ask themselves is whether there may be scope to cut interest rates without undermining domestic economic stability. Similarly, countries with weak currencies should consider whether it may not be appropriate to raise interest rates. The point is that one cannot rely on the answers to those questions always being such as to push the currency in the desired direction; the importance of targets other than the exchange rate precludes unlimited use of monetary policy to manage the exchange rate.

Many economists argue that, unless one is prepared to subjugate domestic considerations to exchange rate management, it is pointless to try to manage the exchange rate at all. A standard Mundellian model with perfect capital mobility and an exchange rate that is always pinned down uniquely by “the fundamentals” creates the “impossible trinity”: the impossibility of having simultaneously a fixed (or managed) exchange rate, an independent monetary policy, and free capital mobility.

But this theorem is only as robust as its foundations. The usual ground for attack is to argue that capital mobility is still imperfect. That is undoubtedly true, but it is also clear that capital mobility is high enough to pose a policy problem. The more compelling ground for questioning the theorem is the theory of exchange rate determination embodied in it. If exchange rates in fact have the large arbitrary element that the evidence (as I read it) shows they do, then there may well be scope for an active exchange rate policy. The question is: What other instruments might be available, given that the authorities are not prepared to devote monetary policy primarily to exchange rate management?

**Sterilized Intervention**

The standard way of seeking to reconcile the use of monetary policy for domestic purposes with the pursuit of an exchange rate target is to resort to sterilized intervention. A country that wishes to prevent its exchange rate from appreciating enters the foreign exchange market to buy dollars in exchange for its domestic currency, but it prevents any net addition to the money supply by simultaneously selling an equivalent volume of treasury bills. In a world without capital mobility, that would enable the central bank to control simultaneously the money supply and the exchange rate.3 But selling the treasury bills requires an increase in the in-

---

3. Such control might break down in the long run, if the exchange rate were such as to imply a large current account imbalance. In the case of a large deficit, reserves would eventually run out and force abandonment of the exchange rate peg. Even in the surplus case, the ability to sterilize may eventually be called into question, as happened in Germany and Switzerland in the late 1960s.
terest rate, and in a world with a high degree of capital mobility that will attract a further capital inflow.

Indeed, in the limiting case of perfect capital mobility (which is often regarded as an approximation to today’s world), sterilization is impossible because the money taken out of circulation through sterilization is simply replaced by a new capital inflow. Even if sterilization is possible, it can be expensive, when the local-currency bonds being issued carry a higher (exchange-rate-adjusted) interest rate than the rate on the reserves that the monetary authority will acquire. For example, Chile estimates that its sterilization efforts cost it about 0.5 percent of GDP in the 1990s (Williamson 1996, 19), and Colombia gives an estimate that in some years sterilization cost as much as 2 percent of GDP (Uribe 1995, 67).

There was a time in the 1980s, epitomized by the Jurgensen Report (1983), when it was fashionable to dismiss the potency of sterilized intervention altogether. Different currencies were argued to be such close substitutes in investors’ portfolios that sterilization was impossible. To put it another way, foreign exchange intervention could influence the exchange rate if and only if it were unsterilized, in which case it would also influence the money supply. The only way of controlling the money supply (which was then regarded as an important objective, for that was the heyday of monetarism) was to abandon intervention and allow the exchange rate to float.

Further work since then has cast doubt on this view. Research at the Banca d’Italia (Catte, Galli, and Rebecchini 1994) suggested that intervention, especially when concerted between both the central banks involved, had been quite important in stabilizing the exchange rates between the Group of Three countries’ currencies in the period 1985–91 (the post-Plaza period, when free floating among the major countries ceased to be a fetish). The work of Dominguez and Frankel (1993) suggested that, whereas sterilized intervention has a negligible impact through the portfolio channel, it can have an important impact via influencing expectations. If foreign exchange traders revise their forecasts in response to intervention, then it can have a major impact on the exchange rate, whether or not it is sterilized.

Dominguez and Frankel offer several reasons why intervention might sometimes cause traders to revise their exchange rate forecasts. For example, traders might treat intervention as telling them something about likely future monetary policy, or they might expect it to prick what they recognize as a speculative bubble. (An additional reason not noted by Dominguez and Frankel might be if traders knew that the authorities had invested serious effort in analyzing what exchange rate is consistent with the medium-term fundamentals.) The corollary is obviously that the authorities should make their intervention public.

Although work such as that of the Banca d’Italia economists and Dominguez and Frankel has thrown doubt on the proposition that intervention is completely ineffective, economists have not jumped back to
the opposite conclusion, that it provides a powerful independent policy weapon for steering exchange rates. In part, doubtless, the limited effectiveness of intervention is attributable to the halfhearted way in which it is typically done. One aspect of this is that the scale of intervention is simply too small to have much impact. The other aspect is that most intervention is done unilaterally by the party that has an obvious immediate interest in limiting the perverse exchange rate change originating in the market.

Cooperative intervention by the authorities on both sides of the market is more effective than unilateral intervention, especially when the latter is undertaken by the weak-currency country (Catte, Galli, and Rebecchini 1994). Indeed, Peter Bofinger (1999) advocates unlimited intervention undertaken by the strong-currency country as the natural weapon to enforce a mutually agreed-on band between the dollar and the euro. Because there is no automatic limit on how much a strong-currency country can intervene, this would provide a degree of credibility that is not achievable when intervention is expected to be undertaken by only one party, especially the weak-currency one.

Although Bofinger was thinking of how one might defend a target zone for the dollar-euro rate, his approach could be of much wider applicability. One might, for example, ask whether the East Asian crisis would not have been ameliorated had the major financial powers chosen to intervene on their own account on a large scale in the second half of 1997 to back a judgment that the exchange rates of the East Asian victims of the crisis had massively overshot. (Their taxpayers would also have benefited, given the subsequent recovery in the exchange rates in question.)

Other Policy Weapons

In view of the facts that sterilization of capital inflows can be expensive and that supportive intervention by the strong-currency country cannot be guaranteed, it is of obvious importance to consider what other policy weapons may be available to a country that is seeking to defend itself against excessive capital inflows.

One possibility is to vary the reserve ratio required of the commercial banks. This can be of particular relevance in helping to combat an unwanted surge of capital inflows. A higher required reserve ratio will have the effect of limiting the monetary expansion that results from any given increase in the monetary base, and, more specifically, will help to prevent bank lending getting out of hand. It will also increase the differential between the interest rate charged to domestic borrowers from the banks and the international interest rate, thus diminishing the incentive for further capital inflows intermediated through the banks.

The problem is that high reserve ratios impose costs of their own: They diminish the efficiency of the financial system as borrowers are diverted...
away from those lenders subject to the high reserve requirement and toward others that escape that requirement, thus threatening disintermediation. Although it will be worthwhile to accept some disintermediation, these costs place a limit on the extent to which it is prudent to raise reserve requirements.

Another way of achieving de facto sterilization without issuing additional bonds is to require government-controlled financial institutions (such as the postal savings system) to switch their deposits from commercial banks to the central bank. Although this has proved effective in some Asian countries (Fischer and Reisen 1992), it implies either reducing the return to savers in those institutions or (if the central bank pays the normal domestic interest rate) still imposing a cost on the central bank.

A different approach to a large capital inflow is to liberalize current account transactions, for example, by reducing import restrictions. This is a very sensible policy reaction in a country that is still limiting imports more than it regards as in its national interest, for example, because it used to have balance of payments concerns—which is why this was a very important mechanism in postwar Europe during its recovery phase. But once import restrictions have been reduced to the level that appears optimal from a national standpoint, given commercial policy in the rest of the world, it would be costly for the policy to be pushed further. It would not be sensible to vary import restrictions every time the exchange rate deviated from its FEER. Thus this policy is not of much relevance in today’s world.

A more relevant option today may be to liberalize capital outflows. Admittedly, there is some reason to worry that a blanket relaxation of capital outflow controls can have the perverse effect of stimulating net inflows (Labán and Larrain 1997; Bartolini and Drazen 1997). The reason is that one of the deterrents to putting money in a country is the fear that it may be difficult to withdraw it again, and so relieving that fear may encourage an inflow. Even so, there will often be scope for limited liberalization of outflows—for example, of foreign direct investment (FDI) or by permitting domestic pension funds to invest abroad—that will be both fairly sure to be helpful in alleviating the pressure of capital inflows, as well as promising welfare benefits in the longer term. The main reason for caution is the fear that these measures will prove irreversible and will provide a source of additional outflows at a time of capital flow reversal.

A very popular recommendation of economists in response to large capital inflows is to tighten fiscal policy. This was indeed recommended by the blueprint referred to above: It would allow interest rates to be reduced without threatening to overheat the domestic economy. It has sometimes been objected that the policy could have the perverse effects of strengthening the confidence of foreign investors and thus adding to the capital inflow, despite a lower domestic interest rate. My own view is that
this is farfetched: Capital inflows are unlikely to start on a large scale until the foreign investment community is satisfied that a country’s fiscal situation is reasonably sound, and further marginal improvements beyond that are unlikely to outweigh the interest rate impact. The main limitation on this policy comes rather, I would argue, from political economy considerations. It must be difficult for an official to convince a minister of finance, or for a minister of finance to convince his colleagues (or the public), that the rational response to an increased foreign desire to lend to his country is to increase taxes or curtail public expenditures. (“You mean I must raise taxes or cut spending because foreigners are so keen to lend us money?”) So I am all for giving the advice to tighten fiscal policy, but realism suggests that we should not expect too much action on this front.

Rather than tighten fiscal policy, a government might seek institutional measures designed to increase private savings. It might, for example, seek to promote a postal savings system, or else establish a system for the private provision of pensions. This helped raise savings in Chile, although mainly because it was decided to finance the transition to the new system (the period when the old state system still has to pay out pensions even though it is no longer receiving contributions) by increasing the regular fiscal surplus rather than by increasing government borrowing. In other words, it was not so much the private pension system per se that increased savings in Chile, as the fact that its introduction provided the occasion for a tightening of fiscal policy.

Finally, there may be scope to discourage capital inflows by withdrawing measures that inadvertently (or, for that matter, deliberately) subsidize inward investment. The two most common examples are probably insurance of bank deposits and grants to direct investors. The case for insuring bank deposits owned by foreigners is weak, and it is easy to recommend that any such insurance should be withdrawn. Grants to direct investors may have a stronger rationale, if they are intended to attract FDI because of its job-creating or technology-enhancing features; but it is healthy to at least ask whether such subsidies are getting value for money. Some, such as tax holidays, are usually just a waste of taxpayers’ money; however, by the same count, their withdrawal cannot be expected to do much to diminish the capital inflow.

**Capital Controls**

Although the preceding battery of instruments may all have a role to play in helping the authorities discourage an exchange rate from moving further outside a monitoring band, none of them is sufficiently powerful to guarantee success (assuming, that is, that the authorities are not prepared to subjugate domestic economic management to defense of the exchange
rate). Hence it is natural also to consider whether the use of controls intended to influence capital flows may have a useful role to play.\(^4\)

For a time, in the mid-1990s, all forms of capital control fell into official disfavor. The IMF even debated amending its Articles of Agreement to give it authority over countries’ policies with regard to capital controls, with a strong presumption that its objective would be to persuade countries to gradually (or perhaps not so gradually) open their capital accounts (Michel Camdessus, “The IMF Way to Open Capital Accounts,” *Wall Street Journal*, 27 September 1995, A14). The basic argument was that capital markets provide an efficient mechanism for determining the allocation of investment, and that any interference with the market mechanism will create distortions that jeopardize economic efficiency. Why should there be any less enthusiasm for the market solution in the capital market than in the goods market, where most economists agree on the virtues of free trade?

Opinion swung back rapidly after the onset of the Asian crisis.\(^5\) The theoretical arguments about capital markets suffering from problems of asymmetric information and moral hazard suddenly seemed far more persuasive than stories about how capital markets were just like any other markets. Jagdish Bhagwati (1998) was particularly vehement in denouncing the proposition that the welfare case for free capital markets was as convincing, in either theoretical or empirical terms, as that for free trade.

In recent years, several authors have sought evidence that would illuminate whether an open capital account increases a country’s income. As of now, there have been at least three empirical studies along these lines. Two of them failed to detect any benefit from overall capital account liberalization in terms of the promotion of a faster rate of growth (Alesina, Grilli, and Milesi-Ferretti 1994; Rodrik 1998), whereas one (Quinn 1997) found a positive impact.

It is natural to ask whether it is possible to explain these apparently contradictory findings. In my view, the key lies in recognizing that there is an important difference in the specification of capital account openness between the two studies that found no impact versus that of the Quinn study that did. The first two studies both used a variable that measured whether the capital account was open or closed,\(^6\) whereas Quinn sought

---

\(^{4}\) I do not include the Tobin tax among the potentially useful forms of capital control. This is because I perceive the problem to be an excessive propensity to build up large stocks of short-term assets when times are good, which would not be significantly discouraged by a Tobin tax because they can be rolled over without going through the foreign exchange market, rather than excessive market turnover.

\(^{5}\) But opinion did not swing back as rapidly as one might have expected. The Interim Committee actually gave the go-ahead to proceed with amendment of the Articles during the World Bank-IMF Annual Meetings in Hong Kong in September 1997.

\(^{6}\) Rodrik took the proportion of years in which the capital account was free of restrictions to get a measure that varied between 0 and 1, but the test was whether the capital account was completely free of restrictions.
to construct a measure of the degree to which the capital account was open (using data from the IMF’s annual report Exchange Arrangements and Exchange Restrictions).\textsuperscript{7}

Now, most countries have liberalized FDI relatively early on, and most also liberalized long-term before short-term capital. We have strong reasons for believing that liberalization of FDI, portfolio equity, and long-term capital should be beneficial for growth; it is what is usually the last stage—of opening up to unlimited flows of short-term money—that is problematic. Many of Quinn’s observations were presumably drawn from episodes where there is a strong probability of benefits being positive, so it is not surprising that he finds a positive effect. In contrast, Alesina, Grilli, and Milesi-Ferretti and Rodrik tested whether complete liberalization is beneficial, and they find no evidence that it is. These findings are thus consistent with the view that opening to FDI and so forth is helpful, whereas exposure to the free flow of short-term financial capital is harmful.

That appeared to be the presumption that underlay Malaysia’s imposition of temporary capital controls on 1 September 1998, controls that prohibited the withdrawal of financial capital for 1 year but took care to avoid penalizing FDI. The consequences of this decision have not yet been subject to rigorous academic scrutiny. So far, it is clear that the controls did not have the calamitous effect on business confidence that was so confidently predicted by critics at the time. Malaysia appears to be recovering from the East Asian collapse about as fast as its neighbors (other than Indonesia), rather than having got an extra fillip—as was presumably the intention. But some people argue that the real purpose of the controls was to avoid capital flight developing when Anwar Ibrahim was arrested the day after the controls were imposed, and they were certainly successful in that. The provisional conclusion is that controls on capital outflows can be of help in preventing the start of a panic.

However, most economists have for some years tended to argue that inflow controls are in most cases more likely to be effective than outflow controls, because the incentives for evasion are typically so much greater in the case of outflows. The first point to make concerning the form that any controls should take is that a strong system of prudential supervision of the financial system—one that places strict limits on the ability of financial institutions to hold unmatched currency positions—may well be the most effective single deterrent to excessive foreign borrowing. Moreover, a well-regulated, well-supervised financial system can also limit the damage that is done if a currency crisis does nevertheless occur. Prudential supervision is, one might say, a no-brainer.

\textsuperscript{7} A second difference concerns the sample of countries: 20 OECD countries in the case of Alesina, Grilli, and Milesi-Ferretti; a mixed panel of 64 developing and industrial countries in the case of Quinn; and a large panel of exclusively developing countries in the case of Rodrik.
But it is not necessarily enough. The corporate sector can borrow abroad on its own account, as was the major factor in Indonesia. Or the corporate sector may be willing to take foreign-exchange-denominated loans from the banks, which leaves the banks with a position that is at least nominally covered. One should recognize also that a well-supervised financial system is likely to increase the attraction of a country as a destination for loose capital.

For these reasons, there may still be a role for capital inflow controls. When one asks what sort of inflow controls seem to have worked well in the 1990s, by discouraging inflows of short-term capital but not that in other forms, many economists have argued that the obvious example to emulate is Chile. Between 1991 and 1999, Chile has imposed an unremunerated reserve requirement (URR)\(^8\) designed to discourage the sort of short-term money whose panic withdrawal was mainly responsible for creating such havoc in East Asia, as well as a minimum holding period of 1 year for equity investments.

Paradoxically, despite the widespread commendation of the Chilean model, most of the recent academic literature examining the efficacy of Chile’s URR varies from skeptical to negative. For example, Salvador Valdes-Prieto and Marcelo Soto (1998, 152) cite their own finding (in a paper in Spanish) that the URR “did not influence the path of the real exchange rate even in the short run,” and in their summary (1998, 133) state that the URR “did not discourage total net short-term credit inflows to the private sector” and “failed to contribute to monetary autonomy.” Sebastian Edwards (1999, 24) says that his results “provide preliminary evidence suggesting that the impact of [the URR] on the real exchange rate has been very limited and short-lived,” which “confirms” the Valdes-Prieto and Soto findings, and that “the restrictions on capital inflows . . . had a small and temporary effect on interest rate behavior in Chile.”

Francisco Nadal-De Simone and Piritta Sorsa (1999, 1) conclude that it “seems premature to view the Chilean experience as supportive of controls on capital inflows.” Bernard Laurens and Jaime Cardoso (1998, 4) tell us that the results from their empirical tests suggest that the URR “had no long-term effect on total [capital] inflows, the exchange rate, or domestic interest rates.” The one dimension on which just about all investigators agree that the URR has been effective is in extending the maturity of Chile’s foreign debt, although some investigators argue that even on this count the effect has been rather modest.

Perhaps the most extreme assertions about the ineffectiveness of capital controls have been made by Laurens and Cardoso (1998). If they are right in claiming that these controls have had no impact on anything much ex-
cept the labeling of capital inflows,\textsuperscript{9} then one could argue that the URR shares the great virtue of Henry George’s tax on land values, in raising revenue without distorting behavior. It does raise a significant amount of revenue: 0.1 to 0.2 percent of GDP, according to Guillermo Le Fort and Sergio Lehmann (2000, 3). Although this is less than the cost of sterilizing capital inflows, which is estimated by the central bank as 0.5 percent of GDP, it is a worthwhile sum. Even if the URR affected neither total capital inflows, nor the exchange rate, nor domestic interest rates, it would have to be judged a great success.

But of course one needs to ask whether it is really true that the URR was as ineffective as claimed. Let us first examine the basis for Edwards’ claim that the URR had no significant, long-lived impact on the real exchange rate. This assertion is based on a comparison of VARs (vector autoregressions) explaining exchange rate determination for two different periods, one with and the other without capital controls. Edwards (1999, 24) tells us that if the policy were effective “one would expect that the real exchange rate response to a capital flow innovation would be less pronounced . . . in the period with controls,” which it was not. However, his question is wrongly posed: The question is not whether the response to a capital flow innovation differs under these two regimes, but whether the innovations in capital flows would differ. If the URR has an impact on capital flows, then it can still influence the exchange rate, even if the relationship between a given capital flow and the exchange rate remains unchanged (which is what I would in fact expect to be the case).

Another of his claims is that the URR had only a small and temporary effect on interest rates. He starts by stating that the equilibrium interest differential

\begin{equation}
    r - r^* - E(de) = k + R + u
\end{equation}

where $r$ is the domestic interest rate, $r^*$ is the world interest rate, $E(de)$ is the expected rate of devaluation, $k$ is the tax equivalence of the capital restrictions, $R$ is the country risk premium, $u$ is an i.i.d. (independently and identically distributed) random variable, and time subscripts have been suppressed. It would seem difficult to quarrel with this equation, which says that the URR introduced a permanent differential between domestic

\textsuperscript{9} There is general agreement that the URR prompted attempts at evasion. Nadal-De Simone and Sorsa (1999) trace how the URR stimulated substantial shifting of capital flows: away from the targeted short-term flows, first to secondary American depositary receipts, then to FDI, and then to trade credits (for which domestic financing has been declining, despite a continued robust growth of trade) and perhaps trade misinvoicing (which, they claim, could be disguising capital inflows of as much as 2 percent of GDP per year). This response of the capital markets in turn stimulated the authorities into a series of extensions of the scope of the URR.
and world interest rates unless either $k$ diminished to zero or it was offset one-for-one by a decline in the country risk premium.

Edwards does not claim that $k$ disappeared over time because the market became so clever at evading the controls. On the contrary, his table 7 demonstrates that this did not happen, because it shows the value of the unremunerated reserves rising almost monotonically from 1991 to 1996. Had the URR caused an equivalent decline in the country risk premium $R$, it would surely have deserved even more praise as an efficient way of raising taxation than was argued above, for this would imply that it transferred income from foreigners to Chile, without diminishing foreign welfare and without causing any economic distortions.

But Edwards does not make any such implausible claim. Instead, he again estimates a pair of VAR equations that contrast the dynamic adjustment of interest rates without and with capital controls. Because the two are rather similar, with the speed of adjustment being only slightly slower with the URR, he claims that this shows that the URR “had a small and temporary effect on interest rate behavior in Chile” (Edwards 1999, 33). But this is wrong; what it shows is that interest rate convergence to equilibrium was similar, but not that interest rates converged to the same level, which equation (1) tells us they did not, and which is the important issue.

Jose De Gregorio, Sebastian Edwards, and Rodrigo Valdes (2000) also conclude that the URR had only temporary effects on interest rates, plus an important impact on the composition of foreign borrowing. However, the reason they conclude that the impact of the URR on interest rates was only temporary is that the shocks to the URR are temporary (in part because evasion builds up over time, until the authorities amend the rules to plug new loopholes that the private sector has discovered). Under the assumption of a permanent shock, a 30 percent URR is estimated to increase the domestic interest rate between 130 and 150 basis points (De Gregorio, Edwards, and Valdes 2000, 17). So far as reserve composition is concerned, they examine international data (to avoid the suspicion that the impact on composition shown by national data is biased by the relabeling of flows) and show that Chile is seventh, out of 31 countries, in terms of both a small fraction of short-term debt and a reduction in the share of short-term debt since 1990.

Edwards (1999) also agrees that the URR had an impact on the composition of capital inflows, tilting them toward longer-term flows (notably FDI). The findings that the URR had an impact on interest rates and the composition of capital inflows, but not on the total level of capital inflows or on the exchange rate, is in fact typical of this literature. Francisco Gallego, Leonardo Hernandez, and Klaus Schmidt-Hebel (1999, 3) summarize thus: “In sum, there is robust evidence showing that the URR has led to higher domestic interest rates . . . and a composition of inflows biased toward longer maturities. However, the effect of the URR on the real exchange rate . . . has proved to be more difficult to uncover, most likely due
to difficulties in finding the correct model that relates these two ... variables.\textsuperscript{10} A more recent paper dissents from what had begun to look like a (theoretically implausible) consensus of the empirical work, that the URR did not reduce the total capital inflow, and finds a robust impact (Le Fort and Lehmann 2000).

Since it is a well-known fact that empirical exchange rate models do not work (Meese and Rogoff 1983), a failure to find a role for the URR in such models is indeed hardly decisive. But there is another possible explanation of the findings. Let us grant that the URR did indeed give the Central Bank of Chile the latitude to raise interest rates (corrected for expected exchange rate changes and the country risk premium) above the world level. If it chose to use its freedom to raise interest rates, then we would expect investigators to observe the higher interest differential that they report having found.

But in that case there is little reason to expect the total size of the capital inflow to be reduced by the URR, and it is only if the capital flow equation included an interest differential term (as in Le Fort and Lehmann 2000) that it would detect an impact of the URR on the capital inflow. And if the capital inflow is the same, then any impact on the exchange rate would be restricted to that which stems from the impact of the higher interest rates on domestic demand and via that on the current account deficit, which one would expect to be a second-order effect. In other words, the empirical findings seem consistent with the view that the URR was effective, plus the hypothesis that the Chilean authorities chose to use the leeway it provided to raise interest rates rather than to limit the size of the capital inflow.

Some of the other criticisms of the Chilean controls made in this literature seem quite wrongheaded. In particular, Laurens and Cardoso (1998) ask whether the controls bought time, and answer that they did not, on the ground that Chile made no progress in reducing the interest differential vis-à-vis the rest of the world during the period 1992–97. Another way of expressing the same finding of fact would be that the URR enabled Chile to maintain an interest differential continuously during that period, rather than that it was eroded down (as would have been true had all the effects been short-lived). They criticize Chile for having reduced the URR to zero, rather than abolishing it, when hit by the fallout from the Asian crisis. This shows that Chile regards the URR as a “device to counteract the effects of shifts in market sentiment on the country risk premium in a situation where structural rigidities prevent domestic interest rates from adjusting to a new external environment” (Laurens and Cardoso 1998,

\textsuperscript{10} The empirical findings of Gallego, Hernandez, and Schmidt-Hebel are similar to those they summarize from the preceding literature: The URR raises interest rates (although they seem uncertain whether by 9 basis points, e.g., p. 22, or by 300 basis points, e.g., note 23) and influences the composition of capital inflows, but not total capital inflows or the exchange rate.
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20). How naughty of Chile to seek to insulate its economy from foreign shocks, instead of making sure its economy bobs around naturally in the choppy seas of international finance!

My conclusion is that much of the literature on the Chilean URR has exaggerated its ineffectiveness. Apart from its impact in extending the maturity of the debt, which is generally acknowledged, the bulk of the evidence (as summarized in Nadal-De Simone and Sorsa 1999 and Ariyoshi et al. 2000) suggests that there is an impact on the interest rate. The puzzle in the literature is that so many authors (and the summaries just cited) go on to claim at most that “there is mixed and weak evidence that the URR has reduced the magnitude of capital inflows and actually no evidence that the URR has affected the level of the real exchange rate” (Ariyoshi et al. 2000, 10). These findings are simply inconsistent. There is no remotely plausible model under which the URR could influence interest rates but not be capable of influencing capital flows; that would require that capital flows not be influenced by the interest differential. Similarly, there is no remotely plausible model under which capital flows have no impact on the exchange rate.

What these empirical findings may reflect is that the impact of the URR was small relative to the noise in the determination of capital flows and (what is entirely unsurprising, given the state of the art) the exchange rate. One may surmise that one reason for this is that a foreign investor acquires a right to keep his money in short-term assets in Chile after he has once paid the URR (Herrera and Valdes 1999). This option right means that the true impact of the URR on $k$ in equation (1) above is substantially exaggerated by the sort of simple static calculation that most analysts have employed. This might suggest that the URR was set at too low a rate to achieve all that was asked of it: Indeed, defenders of the URR have argued that the Chilean authorities erred in failing to raise it to counter the capital surge of 1996–97 (Agosin and Ffrench-Davis 1999; Le Fort and Lehmann 2000).

Richard Cooper (1999) pointed out that large premiums have often developed in the presence of capital controls, a fact that is inconsistent with the contention that such controls are totally ineffective. That is not to claim that capital controls are leak-proof, just that the leaks are sufficiently small to make the vessel still capable of carrying a worthwhile volume of water.

I do not find that recent Chilean literature overturns my prior belief that capital controls can be a useful complement to macroeconomic policies designed to limit counterproductive movements in the exchange rate. Their main danger is that they may tempt governments into excessive reliance on them: Capital controls can only sensibly be used as an adjunct to, rather than a substitute for, “sound policies” (which is trite, though one would not think so, given the vehemence with which the point is made in much of the literature).
There is widespread agreement among economists that capital controls that alter the terms on which transactions can be undertaken (so-called price-related measures) are preferable to prohibitions and quantitative controls. This is because price-related measures allow agents to determine for themselves whether or not a particular transaction is worth undertaking, and such decentralization of decision making permits an aggregate target to be achieved at the lowest social cost.

The URR is the most familiar measure that falls into this category, but it should not be taken for granted that it is the only, or the best, such measure. In particular, a recent paper by Howell Zee (1999) argues the merits of a cross-border capital tax, which is intended to fulfill the same role as the URR. The tax would be levied by financial institutions on a withholding basis on all receipts of foreign exchange. It could then be refunded on exports through the value-added tax system, and on receipts of income through the income tax system. He argues that this system would be administratively simpler and far more resistant to evasion than the Chilean URR. It is an argument that deserves to be given careful consideration by countries that are threatened with excessive capital inflows and are contemplating the use of capital inflow taxes in response.
Managed Floating

Many economies, including most of the East Asian ones except Hong Kong and Malaysia, now describe their exchange regimes as involving “independent floating”; but they do not appear to interpret this as precluding them from intervening heavily with a view to trying to influence what happens to their exchange rate. Certainly South Korean intervention is reported to have been very heavy during the winter of 1999–2000, and, from press accounts, was clearly directed at limiting the appreciation of the won, as well as at rebuilding reserves.

This is what is meant by “managed floating”: where the authorities of a country do not announce any objectives that would permit a judgment that they had succeeded or failed, but where they nevertheless have views about where the exchange rate ought (or ought not) to be, and are prepared to act on those views. They announce no parity or band, but they typically worry if the rate depreciates a lot, and they intervene, or change interest rates, or sometimes seek to influence the flow of capital, with a view to having an impact on the exchange rate. And they may certainly worry about the exchange rate appreciating so much as to threaten their economy’s trade competitiveness, as has been the case in South Korea.

Managed floating is another intermediate exchange rate regime. It is therefore of interest to ask how it compares with the more formal regimes already discussed, namely the reference rate proposal, soft bands, and monitoring bands. Unfortunately, this is not an easy question to answer, because managed floating is not a regime with well-defined rules, and there is no statistical database on how managed floats have behaved that can be exploited to perform empirical tests. But obviously any comparison with the formal intermediate regimes will depend on the strategy that
a country managing its float chooses to adopt. The first issue is therefore to try and characterize the possible alternative strategies. At least five come to mind.

**Alternative Strategies**

One possible strategy has tended to be popular with academics: The authorities would “lean against the wind” by buying reserves when the domestic currency was appreciating and selling when it was depreciating, without making any attempt to form a judgment as to whether the rate was overvalued or undervalued. A second, which seems to have been quite popular with central banks, may be termed the “fixed but adjustable-under-market-pressure peg”: The authorities hold the rate roughly constant until market pressures build up, when they allow it to move until the pressures subside, at which point they again stabilize it in a new range until some new market pressures emerge. A third strategy would be to seek to defend an unannounced crawling band (this is the “quiet band” advocated by Goldstein 1995).

A fourth strategy would be to operate an unannounced reference rate, tending to intervene with a view to depreciating the currency when it is stronger than some unannounced target and with a view to appreciating the currency when it is weaker than this target. A fifth strategy would be to start such intervention only when the exchange rate had deviated by more than some threshold away from the unannounced reference rate, which would amount to operating an unannounced monitoring band. Doubtless, management may at times be less systematic than is implied by any of these descriptions, but that makes it impossible to develop any systematic comparison with the more formal intermediate regimes.

The first strategy is fundamentally different from the other four, in that it envisages systematic intervention without the need for the authorities to make a decision on what exchange rate they deem to be appropriate, in the sense of consistent with the fundamentals. This was the first interpretation that was given to the concept of managed floating, by Paul Wonnacott (1965). It is a policy that has never appealed to me. If one believes that

---

1. This has sometimes been described as “leaning against the wind,” but it is conceptually quite distinct from the first strategy listed above. In particular, this does, and the first does not, require the authorities to have in mind some notion of the equilibrium rate.

2. The lack of any statistical database on currencies with managed floating precludes any test of the adequacy of ad hoc management in curbing misalignments. My impression is that central banks that are managing their currencies without any publicly-announced obligations tend to limit short-run volatility quite effectively, but most of them seem to be periodically obliged to allow fairly large changes in response to market forces, which suggests that they usually operate something like the adjustable-under-market-pressure type of system.
the market is forward-looking and rational, then one would not want to intervene at all: Free floating is the preferred policy. But if one is fearful that the market sometimes takes rates to misaligned levels, then one surely wants to try and correct any misalignment as rapidly as possible: To intervene to slow a movement back toward equilibrium from an overvalued or undervalued level is perverse. Only if one believes that rapid change, rather than misalignment, is a policy problem, is it conceivable that a strategy of “leaning against the wind” might make sense.

The other four of the five systematic strategies described above are simply analogues of familiar intermediate regimes, in which the policy is unannounced to the market. They amount to, respectively, an unannounced adjustable peg, an unannounced crawling band, an unannounced reference rate, and an unannounced monitoring band. Hence, these four regimes can be evaluated essentially by asking whether it is better for the authorities to try and inform the market of what they are doing or not.

Announcement

In the case of the adjustable peg, it is easy to believe in the virtue of not announcing policy. Because any correctly anticipated parity change guarantees a speculative profit for the market at the expense of the authorities (i.e., the taxpayers), it is better not to give the market correct information about future policy. Of course, the fact that this makes the system inherently crisis-prone is one of the chief charges against it.

A crawling band, even with soft margins, would also have some potential for provoking crises. In my original version, where the authorities would have the right to suspend defense of the margins in the event of strong speculative pressures, there would have to be a mini-crisis to provide the occasion for suspending the margins. In Bartolini and Prati’s (1998) version, pressures would arise if the rate went and stayed significantly outside the medium-term band for a prolonged period, and the market then realized that the authorities would have to engineer a strong recovery to respect their obligation to hold the medium-term average within the specified band. In neither case would the system be crisis-proof, which would make some sort of a case for preserving confidentiality. This would need to be weighed against the benefit of focusing expectations when the band is not suspect.

But no similar case can be constructed for keeping the market in ignorance of the other two regimes. Neither a reference rate nor a monitoring band imposes any obligation to defend a particular rate; hence, it is impossible for either of them to precipitate a crisis. The only question that arises in these cases is to what extent the provision of information to the market concerning the authorities’ estimates of equilibrium, and therefore the direction in which the authorities’ actions will tend to push the rate,
can be expected to help focus stabilizing expectations. Because there is no experience with either a reference rate or a monitoring band, there is no evidence to which one can appeal to establish how important such an effect might be. Nevertheless, it is obviously better to pick a system with an upside and no downside than one with neither upside nor downside. That says that one should announce policy.

Where there is genuine ambiguity is in choosing between a relatively hard but quiet band, on the one hand, versus a reference rate or monitoring band, on the other. If one believes that the authorities can usually do a pretty good job of managing the rate except when strong market pressures develop, it may make sense to give them the latitude to manage as they see fit—coupled with the escape valve of being able to withdraw when they consider that advisable. If one can rely on the authorities assuring themselves that any new rate at which they might choose to stabilize is consistent with the fundamentals, one might even use this to rationalize a peg that is temporarily fixed but adjustable under strong market pressure, in preference to a reference rate or monitoring band.

However, the proviso about the need to be able to rely on the good judgment of the authorities is key, because one characteristic of managed floating is a lack of transparency. One cannot rely on informed public discussion of policy to illuminate its failings or suggest improvements, because the public is not provided with information on which it can judge whether the authorities’ aims are sensible, or whether they are succeeding in implementing those aims. This lack of transparency is the second major inadequacy of managed floating, alongside its failure to provide the market with any focus for stabilizing speculation.

Or is the lack of transparency a disadvantage? Naturally think-tankers think it is, but government officials tend to take a very different view. They find it attractive to be able to act without the threat of informed criticism. They surely find life easier when there are no public benchmarks that can indicate their failure. They run much less risk of political censure when misalignments can be blamed on the anonymous market than when the headlines are prone to scream that their policies have failed. So it is not very difficult to understand the charm of managed floating to an insider.

What seems much stranger is that many academics are so tolerant of the lack of transparency of managed floating in an age when transparency has emerged as a litmus test of public institutions. A possible explanation is that not all have yet caught up with the reality reflected in Calvo and Reinhart’s (2000) analysis of “fear of floating”—namely, that most countries that describe their policies as floating do not in fact resign themselves to allowing the market to work its will unimpeded.

One might conjecture that these academics support free floating because they assume that the exchange markets work like the textbooks say they do, with ubiquitous rational expectations pinning down exchange rates to levels determined by “the fundamentals.” This is often regarded
as desirable not just because “the market knows best,” but also because (like a currency board) free floating eliminates any role for discretionary policy. Managed floating then is accepted as a mildly degraded version of the real thing, which shares the virtue of being relatively immune to speculative crises—which is, after all, the major factor that has driven many to advocate the “two corners” position.

Let us instead be realistic enough to accept the fact that few countries feel comfortable abandoning their exchange rate to either the workings of the free market or permanent fixity. Most governments and central banks believe that they can bring to bear something that the markets lack, namely, a focus on longer-term issues. My own view is that this is entirely reasonable. But then one needs to ask whether exchange rate policy should be subject to public scrutiny. If one regards that as desirable, managed floating is ruled out. In addition to providing transparency, a reference rate or monitoring band has the potential to strengthen the incentive for stabilizing speculation, and thus ease the problem posed by excessive capital mobility.

Hence, my recommendation to the emerging markets is to move to one of the formal intermediate regimes. The key step would be to make a public announcement of their reference rate, or parity (center of the band). My preference between the options would be for a monitoring band, on the ground that this gives rather more guidance to the market as to when it can expect official action to limit misalignments to kick in while eliminating the risk of a speculative attack. But this is not a strongly held preference. Managed floating may not be a greatly inferior option if the management is done according to the same principles, although it suffers from the twin disadvantages of nontransparency and of wasting the opportunity to harness market forces in support of stabilizing speculation. Unfortunately, many officials view that lack of transparency as the charm of floating.
The argument of this essay may be summarized as follows. Apart from the handful of countries that feel comfortable with a hard peg, the emerging markets have been forced by a combination of events and pressure from the Group of Seven countries (G-7) and the IMF to float. This is primarily because of a belief that “a flexible exchange rate regime allows large adverse shocks to be more easily deflected or absorbed than a pegged or quasi-pegged exchange rate regime” (Mussa et al. 2000, 38). Floating also gives agents an incentive to cover their foreign exchange exposure, thus making it less likely that a big depreciation will result in a major crisis.

Nevertheless, most of the emerging-market countries (the East Asians perhaps more than the Latin Americans) are reluctant floaters, at least if one assumes that “proper” floating is that practiced by the G-7. They do not exhibit what is always referred to in the literature as “benign neglect” toward the exchange rate, although what is supposed to be benign about it is not obvious, given the evidence as to how unmanaged exchange rates behave. I have argued that their behavior is motivated not by an irrational fear of floating, but by legitimate concerns that floating will generate misalignments that would prevent a resumption of the stellar economic performance of East Asia during the quarter-century before the 1997 crisis.

What happens in practice in this situation is that countries resort to managed floating. This has two disadvantages: that its lack of transparency raises the risk of opportunistic behavior at cross-purposes between different countries, and that it forgoes the chance to provide a focus for expectations that might make private speculation more stabilizing. The question is whether it might be possible to find an alternative regime
that would perform better on one or both of those dimensions. I have argued that it would in fact be possible to design a viable intermediate regime that would further both objectives.

In particular, a publicly announced monitoring band\(^1\) could still provide market guidance for where exchange rates are likely to be in the longer term, and one could hope that this might provide a focus for stabilizing market expectations. A monitoring band would provide information to the market as to what rate the authorities believe to be consistent with the long-term fundamentals, and hence as to where to expect official action intended to limit misalignment. But, because it would not impose an obligation on the authorities to defend a Maginot line, it should be immune from the crises that have plagued intermediate regimes, even from the crises of contagion to which it seems that well-managed BBC regimes are subject.

Perhaps it needs to be emphasized that the analysis I have offered differs quite sharply from the traditional analysis of fixed versus flexible exchange rates. Take the treatment of Frankel as an authoritative recent presentation of the traditional approach. He states (1999, 8):

> The two big advantages of a fixed exchange rate . . . are: (1) that it reduces transactions costs and exchange-rate risk which can discourage trade and investment, and (2) that it provides a credible nominal anchor for monetary policy. The big advantage of a floating exchange rate is that it enables a country to pursue an independent monetary policy.

Frankel contends that most evidence has tended to downplay the importance of exchange rate risk in curbing international integration, although he also points to one study which suggests that the benefits of going all the way to monetary union may be greater than has usually been concluded. He asserts that most economists who favor fixed rates do so instead because they attach primary importance to the argument that this provides a clear, easily monitored commitment to anchor monetary policy, and thus pin down the indeterminacy in the absolute price level that is present in any respectable monetary model with its property of zero-degree homogeneity of all absolute prices.

In contrast, most economists who favor floating rates do so because a floating exchange rate allows monetary policy to be used to steer the domestic economy (Friedman 1953).\(^2\) Given the theorem of the impossible

\(^1\) Alternative possibilities would be a reference rate or a crawling band with soft margins, perhaps taking the form of a requirement to keep the medium-term average of the market exchange rate within a band.

\(^2\) Friedman also attached considerable importance to what he called “the daylight saving argument” for flexible exchange rates. This argued that it was much easier to change one price, namely the exchange rate, than to alter thousands or millions of individual prices, when an economy needed to enhance (or reduce) its international price competitiveness in the interest of balance of payments adjustment.
trinity—the inability to have simultaneously a fixed exchange rate, a national monetary policy, and free capital mobility—it is asserted that the best choice is to give up the fixed exchange rate. (Intermediate regimes are, of course, based on the supposition that it is best to give up a bit of all three; that is, to seek an interior solution.)

The odd thing about these traditional criteria is that they have remarkably little bearing on the concerns that seem to drive most policymakers in choosing between one exchange rate regime and another. If we join Frankel in discounting transactions costs, the only reason left for not floating is the desire to have a nominal anchor, yet recent evidence (from Brazil as well as East Asia) indicates overwhelmingly that the price level is not closely anchored by the exchange rate. One wonders why any policymaker would have a “fear of floating,” and yet the evidence is that they do. Nor is there any mention of the relative vulnerability of different regimes to crises, which is surely, in practice, the main factor that has driven countries to adopt floating rates. Thus the traditional criteria offer no insights capable of explaining why the debate on the exchange rate regime has led many analysts to argue that the options have been hollowed out to a choice between the extremes of truly fixed or freely floating rates.

I have argued that the major drawback of freely floating exchange rates concerns neither transactions costs, nor exchange rate risk, nor the lack of a nominal anchor. The problem is rather that the capricious variation in freely floating rates results not just in short-run volatility, which may be a nuisance but can be effectively hedged through forward markets, but also

---

3. Let me use the case of Brazil to illustrate the reasons for my skepticism about the nominal anchor argument. When Brazil stopped inflation in its tracks with the Plano Real in the middle of 1994, the exchange rate was initially allowed to float up rather than be used as a nominal anchor.

After several weeks, the authorities became concerned that the appreciation was becoming excessive, and so they intervened to cap the rise of the real. In due course, they started to allow a very gradual depreciation, so as to limit the loss of competitiveness that was resulting from the much-reduced but still significant inflation, and it gradually became an article of faith that it was the exchange rate that was serving as a nominal anchor. The danger of inducing a renewed acceleration of inflation was given as the reason for rejecting the advice to accelerate the downward crawl, so as to head off the looming prospect of an exploding current account deficit, with the risk, which was realized in January 1999, of a foreign exchange crisis. (The authorities actually decelerated the crawl in the belief that this would speed up the convergence of inflation to the world level.)

But what happened after the crisis and the forced floating of the real, which promptly floated down almost as dramatically as the East Asian currencies did in late 1997? Yes, inflation did accelerate a bit, to about 9 percent in 1999, which is nowhere near enough to eliminate the gain in Brazilian competitiveness, even after the real had recovered from its low point of about R$2.30 to the vicinity of R$1.70 to the dollar. That is a story that is very similar to the experiences of the East Asian economies in 1997–98, where large depreciations also induced only small increases in inflation and left the economies concerned far more competitive than before. It is simply not true that the price level is closely anchored by the exchange rate, as would be necessary to justify the policy advice to use the exchange rate as a nominal anchor.
in long-run misalignments, which can be highly disruptive of good economic performance. Governments and central banks are doubtless very imperfect human institutions, but they can bring a longer-term perspective to the issue of exchange rate determination, and this is needed if misalignments are to be limited to a reasonable range.

The traditional intermediate regime of the BBC rules tried to spell out how the authorities should introduce that long-term perspective in a way that would safeguard the system against speculative attacks, but it turns out that this solution has two weaknesses. First, even a well-managed system is subject to the danger of being sideswiped by contagion. Second, the BBC rules demand a high standard of competence on the part of governments, which is not always present, and its absence feeds the thirst for such automatic systems as currency boards and free floats. That leads to a public relations problem as well: The ideologues of floating willfully lump together the adjustable peg and the BBC rules, and use the predictable failure of the former to dismiss the latter.

It seems clear that emerging-market countries are going to have to learn to live with more flexible exchange rate regimes than most of them have had in the past. But this does not mean that they should be expected to treat their exchange rates with what is often described as benign neglect—though it would be better described as malign neglect: Exchange rates are too important to be left to foreign exchange traders. One can only lament the fact that at present the IMF is misusing its authority to push countries into one of the two corners. It should instead encourage them to adopt monitoring bands or some similar intermediate technique able to ensure that flexible exchange rates are managed transparently so as to focus expectations on a range of rates that make sense in terms of the medium-term fundamentals.
Appendix 1
Free versus Fearful Floaters

An important new paper by Guillermo Calvo and Carmen Reinhart (2000) analyzes the behavior of exchange rates, reserves, the monetary base, and interest rates in a number of countries that describe their exchange rate regime as one of floating. They take the United States and Japan as providing a calibration of what may be expected in terms of the volatility of these variables under floating rates. The first two rows of table A1.1 show certain of their measures of volatility for the United States and Japan, respectively. The next eight rows show the equivalent figures for eight emerging-market countries that figure in my preceding study, and that describe their regime as one of floating. Three of these describe their float as being managed, while five of them describe themselves as independently floating. The last row shows the equivalent figures for Thailand, a country that described itself as fixing its exchange rate. (It was fixed to a dollar-dominated basket for the later part of this period.)

It can be seen that most of the emerging-market countries with rates described as floating had more volatility than fixed-rate Thailand but less volatility than the United States and Japan. India and South Korea are closer to Thailand than to the benchmark floaters, whereas Malaysia,

1. The US exchange rate is taken as the dollar-deutsche mark rate.
2. They calculate other measures as well, e.g., for the probability of monthly changes in the first three variables falling within a range of plus or minus 2.5 percent rather than plus or minus 1 percent, but the general picture is not greatly changed by examining any of these other measures.
Peru, and Uganda are intermediate. Mexico and South Africa have volatility similar to that of Japan. Turkey, which describes its regime as a “managed float,” actually had even more volatility than the United States. These results show no obvious relationship between volatility and whether or not a country claims to manage its float.

Observed volatility will depend not merely on a country’s policies, as supposedly described by its exchange rate regime, but also on the shocks to which it is subject. Calvo and Reinhart therefore measure also the volatility of foreign exchange reserves, to measure the extent to which a country intervenes in the market to limit movements in its exchange rate. One would expect the United States to have abnormally high volatility on this measure, inasmuch as its reserves are very modest relative to any other

<table>
<thead>
<tr>
<th>Country</th>
<th>Regime description</th>
<th>Exchange rate</th>
<th>Foreign exchange reserves</th>
<th>Monetary base</th>
<th>Probability of monthly change in interest rate being less than 25 basis points</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States, 1973–99</td>
<td>Float</td>
<td>26.8a</td>
<td>28.6</td>
<td>42.1</td>
<td>59.7</td>
</tr>
<tr>
<td>Japan, 1973–99</td>
<td>Float</td>
<td>33.8</td>
<td>44.8</td>
<td>22.7</td>
<td>67.9</td>
</tr>
<tr>
<td>India, 1993–99</td>
<td>Float</td>
<td>82.2</td>
<td>21.6</td>
<td>27.4</td>
<td>6.4</td>
</tr>
<tr>
<td>South Korea, 1980–97</td>
<td>Managed float</td>
<td>80.1</td>
<td>16.1</td>
<td>12.3</td>
<td>31.1</td>
</tr>
<tr>
<td>Malaysia, 1992–98</td>
<td>Managed float</td>
<td>59.4</td>
<td>34.3</td>
<td>24.3</td>
<td>66.7</td>
</tr>
<tr>
<td>Mexico, 1994–99</td>
<td>Float</td>
<td>34.6</td>
<td>13.2</td>
<td>5.7</td>
<td>8.3</td>
</tr>
<tr>
<td>Peru, 1990–99</td>
<td>Float</td>
<td>45.2</td>
<td>23.1</td>
<td>22.9</td>
<td>24.8</td>
</tr>
<tr>
<td>South Africa, 1983–99</td>
<td>Float</td>
<td>32.8</td>
<td>8.7</td>
<td>45.4</td>
<td>35.6</td>
</tr>
<tr>
<td>Turkey, 1980–99</td>
<td>Managed float</td>
<td>12.6</td>
<td>10.3</td>
<td>12.2</td>
<td>3.4</td>
</tr>
<tr>
<td>Uganda, 1992–99</td>
<td>Float</td>
<td>52.9</td>
<td>17.7</td>
<td>15.6</td>
<td>11.6</td>
</tr>
<tr>
<td>Thailand, 1970–97</td>
<td>Fix</td>
<td>93.6</td>
<td>21.3</td>
<td>19.8</td>
<td>24.1</td>
</tr>
</tbody>
</table>

a. Deutsche mark to dollar rate.

Source: Calvo and Reinhart (2000).
relevant magnitude. Nonetheless, US reserves are actually less volatile than those of any other country in the table except Japan and Malaysia. Five of the eight floaters, including three of the five independent floaters, actually show more reserve volatility than fixed-rate Thailand.

Countries may also seek to manage their exchange rate by directing monetary policy to that end. This would result in a high degree of volatility in their monetary base and/or their interest rate, that is, in low numbers in the last two columns of table A1.1. All the emerging-market countries except South Africa show more volatility in their monetary base than the United States, although India, Malaysia, and Peru also show less than Japan (with Thailand quite close as well). In terms of interest rate volatility, however, only Malaysia is at all comparable to the benchmark floaters.

Overall, these results suggest that few of the emerging-market countries that describe themselves as having floating exchange rates are content to allow their rates to float as freely as the United States or Japan do. Malaysia appears to have done the least in terms of intervening or adjusting monetary policy to stabilize its exchange rate, but the fact that the volatility of its exchange rate is so much less than in the US or Japanese cases suggests that it may simply be subject to fewer shocks. Turkey is at the other extreme: Its exchange rate has been very volatile, but so have its other policies, suggesting that it has suffered either strong shocks or frenetic policymakers. The other emerging-market countries all show evidence of having used either intervention or monetary policy or both to limit exchange rate volatility.\(^3\) In the phrase of Calvo and Reinhart, they exhibit “fear of floating” (2000, 2).

---

\(^3\) The Mexicans argue that their monetary policy is guided not by a concern to manage the exchange rate, but by their inflation target. A depreciation of the peso threatens to increase inflation, which causes them to raise interest rates (Ortiz and Carstens 2000). It is not clear that this can explain the reserve volatility as well as the volatility in base money and interest rates.
Appendix 2
The Case for a Common Basket Peg for East Asian Currencies

This appendix reproduces the bulk of a paper that I wrote in 1996 that argued the case for a simultaneous change in the exchange rate peg used by a group of East Asian currencies. I assume for the time being that nine economies would be involved: China, Hong Kong, Indonesia, Malaysia, the Philippines, Singapore, South Korea, Taiwan, and Thailand. The reason for picking this group is the impression that they are close competitors to each other; in due course, the appendix examines whether this is in fact sufficiently true to make these economies a natural monetary grouping, as the European Monetary System countries are widely agreed to be.

The problem that a common basket peg is intended to address is the instability of the effective exchange rates of the East Asian currencies. As table A2.1 shows, seven of the nine currencies are more unstable in nominal effective terms than in terms of the dollar, and in most cases the instability of the real effective rate is (somewhat) greater still.

One way of curing this problem would be for each of the East Asian economies to peg its currency unilaterally to a trade-weighted basket. But, because the trading patterns of the East Asian economies differ, the cur-
currency baskets would differ between them. This would mean that a change in the dollar-yen rate would lead to changes in intra-East Asian exchange rates, which is a matter of concern, inasmuch as economies not only have to worry about exporting to and competing with imports from the industrial economies, but also about their markets, their suppliers, and above all their competitors in other East Asian economies. This problem could be addressed through collective action, specifically in the form of the choice of a common peg. The purpose of the appendix is to explore what that would involve.

Consider a simple world where there are only three currencies, the dollar, the yen, and an East Asian currency. For the sake of concreteness, let us take the South Korean won as our example. Suppose that the dollar and the yen are floating against each other. If Korea pegs the won to the dollar, then an appreciation of the yen will lead to an effective depreciation of the won, which will increase Korean competitiveness and thus tend to increase output and strengthen the current account, but will also exert inflationary pressure. If the won had previously been at just the right level to balance the claims of competitiveness against those of inflation control,
it will now be too weak. (If, on the contrary, Korea had pegged the won to the yen, then the yen’s appreciation would cause the won to be too strong.)

The obvious solution is to replace the dollar by a basket containing both the dollar and the yen, with weights equal to those in the formula for Korea’s effective exchange rate. An unchanged peg to that basket will leave the effective exchange rate of the won unchanged, whatever may happen to the yen-dollar rate—changes in which will thus have no impact on Korean output, inflation, or the balance of payments. Korea will have succeeded in insulating itself from the effect of exchange rate fluctuations between the dollar and the yen. Such insulation is, of course, possible only at the macroeconomic level; when the yen appreciates, exporters to Japan will still gain, whereas those who export to the United States will lose.

The real world contains more than three economies, which complicates matters. To some extent, this can be addressed by simply adding extra currencies to the basket. Consider, for example, the trade patterns of the East Asian economies as shown in table A2.2. It is natural to add a European currency, which one would now take to be the euro, to a currency basket for an East Asian currency. The more difficult issues arise in dealing with the weights of the other three groupings: East Asia other than the economy itself, the rest of the Western Hemisphere, and the rest of the world.

Most developing economies in the Western Hemisphere used to peg to the dollar and still tend to focus mainly on the dollar, so the trade weights for these countries can perhaps be added to that for the dollar. The rest of the world, which is a disparate group consisting of countries in the Middle East, the economies in transition, South Asia, Australia and New Zealand, and Africa, is primarily an exporter of primary products. Now, the price of primary products is determined by demand in world markets rather than by supply conditions in the exporting countries, so it would make more sense to distribute the trade shares of those products over the industrial importing countries rather than to include the currencies of the countries that export them. I accordingly assume that the share of the rest of the world should be distributed in proportion to the shares of the Unites States, Japan, Western Europe, and East Asia in gross world product (GWP) to get a correct estimate of the effective exchange rate (and, therefore, to generate an optimal basket).

Constructing an appropriate basket raises other technical issues. First, should one use trade shares (as displayed in table A2.2), or would it not be more appropriate to use as weights the elasticities that measure how trade responds to exchange rate changes? Answer: Elasticity weights are in principle better, but, unless one has some figures that one believes, it is safer to stay with trade weights (Williamson 1982). Second, should one include the nominal exchange rate of a country with such rapid inflation that this will provide erroneous data on the real exchange rate? Answer: Clearly not, although correcting for inflation properly will delay the availability of data so much as to vitiate the object of the exercise, which is to
Table A2.2  Direction of trade of East Asian economies, excluding intragroup trade, in 1994 (percentage)

<table>
<thead>
<tr>
<th></th>
<th>China</th>
<th>Hong Kong</th>
<th>Indonesia</th>
<th>South Korea</th>
<th>Malaysia</th>
<th>The Philippines</th>
<th>Singapore</th>
<th>Taiwan</th>
<th>Thailand</th>
<th>Weighted average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ex</td>
<td>Im</td>
<td>Total</td>
<td>Ex</td>
<td>Im</td>
<td>Total</td>
<td>Ex</td>
<td>Im</td>
<td>Total</td>
<td>Ex</td>
</tr>
<tr>
<td>United States</td>
<td>28.5</td>
<td>18.0</td>
<td>23.2</td>
<td>40.9</td>
<td>17.9</td>
<td>31.0</td>
<td>24.7</td>
<td>14.7</td>
<td>20.2</td>
<td>30.8</td>
</tr>
<tr>
<td>Japan</td>
<td>28.6</td>
<td>33.9</td>
<td>31.3</td>
<td>9.8</td>
<td>40.1</td>
<td>34.0</td>
<td>20.3</td>
<td>29.2</td>
<td>27.4</td>
<td>20.3</td>
</tr>
<tr>
<td>Western Europe</td>
<td>21.2</td>
<td>25.4</td>
<td>23.3</td>
<td>28.2</td>
<td>28.9</td>
<td>28.5</td>
<td>25.8</td>
<td>31.0</td>
<td>28.1</td>
<td>16.9</td>
</tr>
<tr>
<td>Rest of Western Hemisphere</td>
<td>4.9</td>
<td>5.1</td>
<td>5.0</td>
<td>7.8</td>
<td>2.7</td>
<td>5.6</td>
<td>3.0</td>
<td>4.9</td>
<td>3.8</td>
<td>9.7</td>
</tr>
<tr>
<td>Rest of world</td>
<td>16.8</td>
<td>17.6</td>
<td>17.2</td>
<td>13.2</td>
<td>11.5</td>
<td>12.5</td>
<td>1.1</td>
<td>9.3</td>
<td>4.8</td>
<td>22.3</td>
</tr>
<tr>
<td>Deviation from weighted average</td>
<td>23.3</td>
<td>11.4</td>
<td>14.9</td>
<td>22.4</td>
<td>18.4</td>
<td>12.5</td>
<td>55.2</td>
<td>27.3</td>
<td>39.2</td>
<td>24.5</td>
</tr>
</tbody>
</table>

Weights for the common basket

<table>
<thead>
<tr>
<th></th>
<th>US dollar</th>
<th>Nine-currency basket</th>
<th>Eight-currency basket</th>
<th>Six-currency basket</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex = exports.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Im = imports.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Figures for Taiwan are a mix of data reported by Taiwan and its trading partners, and are subject to greater than normal error.

have an index that can guide intervention policy on a real-time basis. However, because most of the high-inflation countries fall into the residual rest-of-the-world category that we have just proposed to redistribute to the industrial countries, this is not in practice a major problem.

One group remains to be dealt with: the other East Asian economies. A unilateral way of dealing with them is to add them also to the basket to which each economy would peg. For example, South Korea would add the currencies of China, Hong Kong, Indonesia, Malaysia, the Philippines, Singapore, Taiwan, and Thailand to the US dollar, the yen, and the euro. This has one advantage: It would stabilize the effective exchange rate, whatever the other East Asian economies did.

But it also has three disadvantages. First, it would make a rather large basket with a long tail of currencies with small weights, and experience has shown that such long tails cause more bother than they are worth, given their very limited impact on the behavior of the basket. Second, several of those economies, notably China and Indonesia, have relatively high inflation, so that it is dangerous to ignore the divergence between nominal and real exchange rates. Third, because the trade structures of the East Asian economies differ significantly, the East Asian currencies would still vary arbitrarily against each other, as a result of the fluctuations among the industrial-country currencies.

An alternative approach would be for each of the East Asian economies to peg its currency to a common basket. Let us assume for the moment that the relevant group of economies does indeed consist of the nine that have been discussed in this paper. To calculate this common basket peg, one would calculate the weighted average of the extra-regional trade of these nine economies, as is done in table A2.2, and then assign the weights of the rest of the Western Hemisphere to the United States and divide that of the rest of the world proportionately to their shares in GWP among the United States, Japan, and Western Europe, as discussed above.

Are the East Asian economies sufficiently important competitors to each other to justify a common monetary arrangement? For each of the nine East Asian economies, table A2.3 lists the eight with the most similar commodity structure of exports (at the 4-digit Standard Industrial Trade Classification, or SITC, level). At the bottom of each column, one can find the number of economies out of the eight closest competitors that are among the eight other East Asian economies being considered. It can be seen that, on average, almost five of each economy’s closest eight competitors come from this group. The hypothesis that they are important competitors to one another thus receives ample confirmation.

Table A2.4 compares what would have resulted from following the two alternative strategies outlined above with what actually happened during a period that witnessed a major convulsion in the foreign exchange markets, namely the first 4 months of 1995, when the yen appreciated strongly.

\footnote{2. It is assumed here that the euro can be proxied by the deutsche mark.}
Most of the East Asian currencies stuck closely to the dollar (column 1 of the table), and in consequence experienced large depreciations in their effective exchange rates (column 2). This had implications that were presumptively unfavorable for them, because if their currency were previously at the optimal level (defined as 68

\[
\text{Table A2.3 Export similarity indices for nine East Asian economies, 1992}
\]

<table>
<thead>
<tr>
<th>China</th>
<th>Hong Kong</th>
<th>Indonesia</th>
<th>South Korea</th>
<th>Malaysia</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.641 Hong Kong</td>
<td>0.641 China</td>
<td>0.400 China</td>
<td>0.540 Hong Kong</td>
<td>0.502 Singapore</td>
</tr>
<tr>
<td>0.496 Portugal</td>
<td>0.563 Taiwan</td>
<td>0.375 Tunisia</td>
<td>0.492 Taiwan</td>
<td>0.440 Taiwan</td>
</tr>
<tr>
<td>0.471 Thailand</td>
<td>0.540 South Korea</td>
<td>0.373 Norway</td>
<td>0.481 Italy</td>
<td>0.406 South Korea</td>
</tr>
<tr>
<td>0.646 South Korea</td>
<td>0.502 Thailand</td>
<td>0.352 Vietnam</td>
<td>0.473 North Korea</td>
<td>0.401 Thailand</td>
</tr>
<tr>
<td>0.448 Italy</td>
<td>0.448 Italy</td>
<td>0.338 Malaysia</td>
<td>0.472 Singapore</td>
<td>0.366 Japan</td>
</tr>
<tr>
<td>0.437 Yugoslavia</td>
<td>0.462 Portugal</td>
<td>0.332 Thailand</td>
<td>0.471 Japan</td>
<td>0.364 Hong Kong</td>
</tr>
<tr>
<td>0.434 Taiwan</td>
<td>0.451 Singapore</td>
<td>0.323 Algeria</td>
<td>0.464 China</td>
<td>0.358 Malta</td>
</tr>
<tr>
<td>0.492 Bulgaria</td>
<td>0.410 Austria</td>
<td>0.322 Brunei</td>
<td>0.443 Thailand</td>
<td>0.338 United Kingdom</td>
</tr>
</tbody>
</table>

East Asia in top 8:

<table>
<thead>
<tr>
<th>The Philippines</th>
<th>Singapore</th>
<th>Taiwan</th>
<th>Thailand</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.389 Thailand</td>
<td>0.507 Japan</td>
<td>0.563 Hong Kong</td>
<td>0.503 Taiwan</td>
</tr>
<tr>
<td>0.328 Australia</td>
<td>0.502 Malaysia</td>
<td>0.503 Thailand</td>
<td>0.502 Hong Kong</td>
</tr>
<tr>
<td>0.307 South Korea</td>
<td>0.476 United States</td>
<td>0.492 South Korea</td>
<td>0.471 China</td>
</tr>
<tr>
<td>0.305 Malaysia</td>
<td>0.472 South Korea</td>
<td>0.476 Italy</td>
<td>0.443 South Korea</td>
</tr>
<tr>
<td>0.302 Hong Kong</td>
<td>0.467 Taiwan</td>
<td>0.467 Singapore</td>
<td>0.425 Singapore</td>
</tr>
<tr>
<td>0.301 China</td>
<td>0.451 Hong Kong</td>
<td>0.447 Yugoslavia</td>
<td>0.402 Italy</td>
</tr>
<tr>
<td>0.299 Taiwan</td>
<td>0.449 United Kingdom</td>
<td>0.446 Japan</td>
<td>0.401 Malaysia</td>
</tr>
<tr>
<td>0.289 Portugal</td>
<td>0.425 Thailand</td>
<td>0.444 Austria</td>
<td>0.389 The Philippines</td>
</tr>
</tbody>
</table>

East Asia in top 8:

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>5</td>
<td>4</td>
<td>7</td>
</tr>
</tbody>
</table>

a. This is the number of economies out of the eight closest competitors that are among the eight other East Asian economies being considered.

Source: From 4-digit SITC codes; Statistics Canada World Trade Dataset.

(by 19.1 percent) against the dollar. Most of the East Asian currencies stuck closely to the dollar (column 1 of the table), and in consequence experienced large depreciations in their effective exchange rates (column 2). This had implications that were presumptively unfavorable for them, because if their currency were previously at the optimal level (defined as
that which balances the benefits of greater competitiveness against the
cost of more inflationary pressure), then it must have been too weak after-
ward: Excess inflation pressure must have emerged. Had they pegged
unilaterally to a trade-weighted basket, then by definition there would
have been no change in their effective exchange rates (column 4 of table
A2.4). However, as can be seen from column 3, this would have involved
significantly different moves against the dollar, and hence against each
other. In contrast, a common basket peg based on the external trade of the
nine economies, as constructed in table A2.2 and whose results are shown
in columns 5 and 6 of table A2.4, would have resulted in an identical 9.8
percent appreciation against the dollar, but in modestly different changes
in the effective exchange rates.

The identical nominal appreciations presuppose that each of the nine
economies would have pegged rigidly to the common peg. Because only
Hong Kong has a rigid peg these days, this is an improbable assumption.
Once one allows for substantial bands around parity, actual outcomes
would depend on the workings of the foreign exchange market: An appre-
ciation of the parity would not automatically imply an equal appreciation

### Table A2.4  Actual and hypothetical exchange rate changes, 31 December 1994 to 30 April 1995

<table>
<thead>
<tr>
<th>Actual rate change</th>
<th>Hypothetical rate change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Against dollar</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>China</td>
<td>0.5</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>−0.1</td>
</tr>
<tr>
<td>Indonesia</td>
<td>3.5</td>
</tr>
<tr>
<td>Malaysia</td>
<td>3.6</td>
</tr>
<tr>
<td>The Philippines</td>
<td>−6.2</td>
</tr>
<tr>
<td>Singapore</td>
<td>4.9</td>
</tr>
<tr>
<td>South Korea</td>
<td>−1.2</td>
</tr>
<tr>
<td>Taiwan</td>
<td>3.3</td>
</tr>
<tr>
<td>Thailand</td>
<td>2.1</td>
</tr>
</tbody>
</table>

Memorandum item: Japan 19.1; Germany 12.0 appreciation against the US dollar.

NEER = Nominal Effective Exchange Rate.
a. Shows the impact of pegging to an East Asian currency basket which excludes the coun-
try’s own trade pattern.

Note: An increase indicates an appreciation.
of the market exchange rate. But, if the band were credible, the central expectation would be for the market exchange rate to stay at the same position within the band, and therefore to appreciate by as much as the parity did. The existence of a common peg would still suffice to create a strong tendency for the East Asian currencies to stick together in the face of common shocks emanating from exchange rate instability in the outside world.

The nine economies on which attention has so far been focused were selected because of an a priori belief that they were important as competitors to one another. It is now time to examine whether this is a logical group to share a common exchange rate peg. Such a common peg would be attractive if two conditions are satisfied.

The first is that the geographical distribution of trade (excluding intra-trade) of the economies is similar. Table A2.2 permits such a comparison. The last row sums the absolute values of the deviations in the trade shares of each economy from the regional average. It suggests that a common peg would be particularly good for China, Hong Kong, and Malaysia; about average for South Korea, the Philippines, Taiwan, and Thailand; but distinctly less satisfactory for Indonesia and Singapore.

The second condition is that the economies are close competitors in world markets. Table A2.3 shows that, with the exception of Indonesia, each of them has at least half its eight principal competitors as other economies of the region. Similarly, each except Indonesia and the Philippines appears as one of the principal competitors of at least four other economies of the region. Other economies that appear as principal competitors more than twice are Italy (5 times), Japan (4 times), and Portugal (3 times). Italy has none of the East Asian economies among its eight principal competitors, Japan has one (Singapore), and Portugal has three (China, Hong Kong, and South Korea). If one sums the number of times that each of our eight economies has, and appears as, a principal competitor of the others, one gets the following result:

<table>
<thead>
<tr>
<th>Economy</th>
<th>Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thailand</td>
<td>15</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>12</td>
</tr>
<tr>
<td>South Korea</td>
<td>12</td>
</tr>
<tr>
<td>Taiwan</td>
<td>11</td>
</tr>
<tr>
<td>Malaysia</td>
<td>10</td>
</tr>
<tr>
<td>Singapore</td>
<td>10</td>
</tr>
<tr>
<td>China</td>
<td>9</td>
</tr>
<tr>
<td>The Philippines</td>
<td>7</td>
</tr>
<tr>
<td>Indonesia</td>
<td>3</td>
</tr>
</tbody>
</table>

Analogous figures for the non-East Asian economies are:

<table>
<thead>
<tr>
<th>Economy</th>
<th>Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portugal</td>
<td>6</td>
</tr>
<tr>
<td>Italy</td>
<td>5</td>
</tr>
<tr>
<td>Japan</td>
<td>5</td>
</tr>
</tbody>
</table>
With the exception of Indonesia, the East Asian economies are unambiguously more important as competitors with each other than with any outside economies.

Taking the two criteria together—the extent to which a common peg would be satisfactory and the similarity in their export patterns—it is clear that Indonesia is a marginal candidate for inclusion in the East Asian group. Singapore is a weak candidate on the first criterion, and the Philippines is somewhat marginal on the second. Hence two additional trade baskets were calculated: one for eight economies (excluding Indonesia), and another for the six core economies (excluding Indonesia, the Philippines, and Singapore).

The final columns of table A2.4 show the impact on the dollar and effective exchange rates of each of the East Asian currencies of a peg to each of those two baskets during the period of dramatic yen appreciation in early 1995. The interesting feature is how little difference it makes to an economy whether its own trade is included in the basket or not. Indeed, Indonesia would have been slightly better off with the six-economy basket than with the nine-economy basket that included its own trade pattern. All of them would still have been vastly better off with the basket than with their actual policy.

It is of course possible that some of the East Asian economies were wanting to increase competitiveness, in which case a common peg would have thwarted what came as a boon to them. But there is another possible explanation for why their appreciations (against the dollar) were weak or nonexistent, which is that they were faced with a classic problem of collective action. Each of them could quite rationally have felt compelled to stay close to the dollar, because they feared that appreciation against the dollar would also have meant appreciation against their regional competitors (as it actually would have done). The solution to this collective action problem is precisely the adoption of a common basket peg. This would provide each of the East Asian economies with some assurance that its competitiveness was not going to be undermined vis-à-vis its peers if it allowed its currency to appreciate against the dollar when the dollar is weak.

To get a summary figure of the relative stability (in terms of effective exchange rates) that would have been yielded by different policies, one can calculate the average absolute value of the changes in nominal effective exchange rates under each of the five policies. These are as follows:

<table>
<thead>
<tr>
<th>Policy</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual policy</td>
<td>7.4</td>
</tr>
<tr>
<td>Unilateral basket pegs</td>
<td>0.0</td>
</tr>
<tr>
<td>Nine-currency basket</td>
<td>1.1</td>
</tr>
<tr>
<td>Eight-currency basket</td>
<td>1.1</td>
</tr>
<tr>
<td>Six-currency basket</td>
<td>1.1</td>
</tr>
</tbody>
</table>

It is evident that the choice between the three baskets is not an issue of much consequence. In contrast, any of the common baskets would have
Got on average 85 percent of the benefits of the set of unilateral pegs, even using a measure that attributes zero significance to holding the relative competitiveness of the East Asian economies constant.

The one area of the world that appears to have economies even more competitive with one another than East Asia is Western Europe. Table A2.5

### Table A2.5 Export similarity indices for nine EU countries, 1992

<table>
<thead>
<tr>
<th>Austria</th>
<th>Belgium and Luxembourg</th>
<th>Denmark</th>
<th>France</th>
<th>Germany</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.633 Germany</td>
<td>0.637 Germany</td>
<td>0.526 The Netherlands</td>
<td>0.723 Germany</td>
<td>0.723 France</td>
</tr>
<tr>
<td>0.594 Sweden</td>
<td>0.597 The Netherlands</td>
<td>0.493 Germany</td>
<td>0.674 United Kingdom</td>
<td>0.652 United Kingdom</td>
</tr>
<tr>
<td>0.594 Italy</td>
<td>0.592 France</td>
<td>0.481 Italy</td>
<td>0.645 United States</td>
<td>0.645 Spain</td>
</tr>
<tr>
<td>0.581 France</td>
<td>0.579 Spain</td>
<td>0.478 France</td>
<td>0.614 Spain</td>
<td>0.642 Italy</td>
</tr>
<tr>
<td>0.512 Spain</td>
<td>0.536 United Kingdom</td>
<td>0.463 Belgium-Luxembourg</td>
<td>0.592 Belgium-Luxembourg</td>
<td>0.637 Belgium-Luxembourg</td>
</tr>
<tr>
<td>0.512 United Kingdom</td>
<td>0.500 Austria</td>
<td>0.460 United Kingdom</td>
<td>0.589 Italy</td>
<td>0.633 Austria</td>
</tr>
<tr>
<td>0.500 United States</td>
<td>0.494 Sweden</td>
<td>0.447 Austria</td>
<td>0.587 The Netherlands</td>
<td>0.631 Japan</td>
</tr>
<tr>
<td>0.500 Belgium-Luxembourg</td>
<td>0.492 Italy</td>
<td>0.444 United States</td>
<td>0.581 Austria</td>
<td>0.620 United States</td>
</tr>
</tbody>
</table>

European Union in top 8:

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Italy</th>
<th>The Netherlands</th>
<th>Sweden</th>
<th>United Kingdom</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.642 Germany</td>
<td>0.597 Belgium-Luxembourg</td>
<td>0.610 Germany</td>
<td>0.718 United States</td>
</tr>
<tr>
<td>0.594 Austria</td>
<td>0.587 France</td>
<td>0.607 Finland</td>
<td>0.674 France</td>
</tr>
<tr>
<td>0.592 Spain</td>
<td>0.578 Germany</td>
<td>0.594 Austria</td>
<td>0.652 Germany</td>
</tr>
<tr>
<td>0.589 France</td>
<td>0.565 United States</td>
<td>0.568 France</td>
<td>0.563 The Netherlands</td>
</tr>
<tr>
<td>0.544 United</td>
<td>0.563 United Kingdom</td>
<td>0.529 United Kingdom</td>
<td>0.544 Italy</td>
</tr>
<tr>
<td>0.530 Yugoslavia</td>
<td>0.562 Denmark</td>
<td>0.525 Spain</td>
<td>0.563 Belgium-Luxembourg</td>
</tr>
<tr>
<td>0.516 United States</td>
<td>0.503 Italy</td>
<td>0.524 Canada</td>
<td>0.529 Sweden</td>
</tr>
<tr>
<td>0.513 Sweden</td>
<td>0.495 Spain</td>
<td>0.522 United States</td>
<td>0.528 Japan</td>
</tr>
</tbody>
</table>

European Union in top 8:

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

a. This is the number of countries out of the eight closest competitors that are among the eight other EU countries being considered.

Source: From 4-digit SITC codes; Statistics Canada World Trade Dataset.

Got on average 85 percent of the benefits of the set of unilateral pegs, even using a measure that attributes zero significance to holding the relative competitiveness of the East Asian economies constant.

The one area of the world that appears to have economies even more competitive with one another than East Asia is Western Europe. Table A2.5
shows export similarity indices for nine core members of the European Union analogous to those for the East Asian economies in table A2.3. This shows that on average the European economies have 5.8 of their top eight competitors among the other eight economies considered, as against an average of 4.9 in East Asia (or 5.1, excluding Indonesia).

Those close trade interrelations long ago led the European countries to adopt a concerted exchange rate policy. The European Monetary System, and specifically its Exchange Rate Mechanism, was created precisely to insulate the European countries from the instabilities that would otherwise have been imposed on Europe by fluctuations in the value of the dollar.

The ERM provided for a mutual pegging mechanism among the participating currencies, with narrow bands (plus or minus 2.25 percent), and requiring unanimous agreement to any parity changes. However, the failure to realign after 1987 led to growing disequilibriums, which in due course fostered the great ERM crises of 1992–93, as a result of which the ERM bands had to be widened to plus or minus 15 percent. The ERM was replaced by a single currency, the euro, for 11 of the core EU countries at the beginning of 1999.

East Asia may also have got to the stage where it could benefit from some concertation in its exchange rate policies, but one may doubt whether it is ready to replicate the ERM. One reason is that the foreign exchange markets of some of the prospective members, especially China, have not yet developed to the point where one would expect effective intervention to defend the cross-rates in other participating economies to be possible (not to mention possible political problems in agreeing on how to defend the margins between the renminbi and the New Taiwan dollar). Another reason is that the economies still have too wide a range of preferences regarding exchange rate policy, and of inflation rates, to permit adoption of as tight a system as the ERM, with its presumption against frequent parity changes.

The alternative that I have outlined above is adoption of a common basket peg. This would permit Hong Kong to continue to operate a currency board system, if that is what it wishes to do: It would simply start to trade US dollars for Hong Kong dollars at a price that would vary depending on the value of the US dollar in the foreign exchange markets vis-à-vis the other currencies in the basket (plus or minus the margins), instead of at a fixed rate. Both China and Taiwan could intervene in their own markets quite independently of one another, pretending that the other does not exist.

Some economies can operate wide bands if they so wish, whereas others can defend much narrower margins. Some can have their bands crawl, if that is needed to offset differential inflation or to avoid importing infla-

---

3. It could easily diversify its reserve holdings to match the currency basket, or cover its dollar holdings forward to provide similar insurance, if it wished to avoid any foreign exchange exposure.
tion or to facilitate a desired balance of payments adjustment. If the participants want to get together in concert on these policies, they can do so, but it is not essential that they do so.

The object of the change would simply be to create an expectation that, even without any such concertation, variations in the exchange rates among the industrial economies would no longer have major impacts on the relative competitive positions of the East Asian economies. That would be a significant first practical step toward the East Asian monetary cooperation for which leaders in the region have begun to call. It would also have yielded significant benefits during the period 1995–96, inasmuch as one of the reasons for the boom of 1995 and the near-recession of 1996 was the impact on trade flows of the region’s effective depreciation early in 1995 and the subsequent appreciation. A basket peg that had kept the region’s effective exchange rates roughly constant would have avoided those destabilizing impacts. And, one may add with the benefit of hindsight in 2000, it would have helped to limit the pressures that led to the 1997 crisis, as argued in the main text.
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